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Introduction

In a previous article (Fitzpatrick, Gareau, Gaudreau, & La-

fontaine, 2015), we explained how to test the actor-partner

interdependence model (APIM) with structural equation

modeling (SEM), with all variables treated as continuous

manifest/observed variables. Following this strategy has

certain benefits, such as reducing the complexity of a

model, but also has certain limitations such as losing spe-

cific information from each item in the computation of the

mean score (i.e., X1, X2, Y 1, and Y 2). One way to take
full advantage of the available data and address this lim-

itation is to create latent variables by incorporating the

features of a factor analytical model within the APIM (Bol-

ger & Shrout, 2007; Cook, 1994; Orth, 2013). This brings

to light one important question that has yet to be fully ad-

dressed and incorporated in the APIM literature: Are the

equivalent factors across the two partners really measur-

ing the same thing? Given that in the APIM analysis, the

data has a dyad-level structure instead of an individual-

level structure, the factorial constructs are exposed to legit-

imate query on their actual comparability. The question is

thus simple: Is the factorial structure of concept X the same

across the two members of the dyad? If this is not the case,

the direct interpretability of the results of the APIM is min-

imized. The solution for such an important issue is known

as the measurement of equivalence/invariance (ME/I). As

such, the purpose of this article is to presents how to in-

corporate latent variables and to estimate their dyadic in-

variance in an APIM.We propose an extension of the APIM

in order to fully incorporate the many advantages offered

by SEM by modeling latent variables rather than manifest

variables in order to take into account measurement error.

Factor analysis general assumptions

Many textbook or articles already described the basics of

factor analysis (e. g., Brown, 2006; Yong & Pearce, 2013).

Generally, factor analytical strategy is rooted in classical

test theory and is guided by the overarching principle that:

Observed score = True score+ error (1)

Accordingly, in a factor analysis model, measurement

error is accounted for, which allows for a more precise

estimation of the effects. There are currently two main

methods that use factor analytical strategies, namely the

exploratory factor analysis (EFA) and the confirmatory fac-
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tor analysis (CFA). EFA is mostly used in the early develop-

ment stage of an instrument for investigating the number

of possible factors existing within a set of items whereas

CFA is driven with a priori knowledge about the factor

structure and the number of factors. In the CFA frame-

work, different hypotheses can be tested with regards to

the factorial structure as well as the factorial equality of

two constructs, which may be of greater interest (Vanden-

berg & Lance, 2000). For the present text, we recommend

that readers already have a general comprehension of fac-

tor analysis and SEM procedures (see Gunnell, Gareau, &

Gaudreau, 2016; Weston & Gore, 2006).

Measurement Equivalence/Invariance with dyadic
data

The measurement of equivalence and invariance has been

employed in a variety of disciplines and is seen by some

as a necessary step prior to the specification of any sta-

tistical model that aims at comparing groups and/or lon-

gitudinal data (Brown, 2006). Variance between members

(i.e., within-dyad) in dyadic data analysis needs to be tested

for its equality. Researchers can use two different ap-

proaches to test the invariance of a latent variable across

two groups: a multi-group approach or a single sample ap-

proach, in which all the observed variables of the two part-

ners are dealt with simultaneously (Brown, 2006). In the

case of the APIM, it would be preferable to use the single

sample approach because the members of the distinguish-

able groups (e.g., male and female) are not independent.

This approach, which is comparable to invariance testing

of longitudinal data, is advantageous because it can esti-

mate the correlation between errors of the items used re-

spectively to measure the first and second partner’s (i.e., in

this case a male and female) assessed variables. Thus, it

can ensure that non-independence of the data is taken into

consideration in the model. In this approach, the param-

eter estimates of the latent variable of the male (X1) and
the latent variable of the female (X2) can be constrained to
equality to examine the extent to which the variable can be

considered invariant across the two members of the dyad.

However, an important disadvantage of the single sample

approach is the large size of the covariance matrix, which

can lead to poor model fit and model convergence prob-

lems (Brown, 2006). Larger samples are therefore required

with a single sample approach.

Current approach for testing ME/I

A stepwise procedure is traditionally implemented to test

measurement invariance, with steps going from a least re-

stricted model to increasingly restrictive constraints. Dif-

ferent researchers have prescribed a series of different

steps in order to successfully estimate the measurement

invariance of a construct. In their comprehensive and au-

thoritative review of the measurement invariance litera-

ture, Vandenberg and Lance (2000) presented an elaborate

series of eight steps that have been found to be consistent

throughout studies; the first five steps pertain to aspects of

measurement invariance and the following three pertain

to the structure. Our approach is largely inspired by the

recommendations of Vandenberg and Lance (2000) but the

first step (i.e., omnibus test of the equality of covariance

matrices across groups; Σg = Σg
′
) is omitted in our arti-

cle because it can only be implemented in a multi-group

approach. The following four steps pertaining to aspects

of measurement invariance will be used within the APIM

framework. Vandenberg and Lance’s (2000) steps pertain-

ing to structure (i.e., steps 6-8) have also been omitted since

they cannot be performed in our case, again because only

one covariance matrix is used. For the practical purposes

of the present article, we decided to add one last step (i.e.,

step 5) for decision-making purposes (the statistical sym-

bols used throughout this article are from the LISREL ma-

trix notation).

1. Identification of configural invariance; verification of

an identical pattern of fixed and free factor loadings

across groups.

2. Identification of metric invariance; verification of the

equality on the loadings of items across genders (i.e.,

Λg = Λg
′
).

3. Identification of scalar invariance; verification of the

equality on the intercept of items across genders (i.e.,

τg = τg
′
).

4. Identification of uniqueness invariance; verification of

the equality on the residual items across genders (i.e.,

Θg = Θg′
).

5. Making a decision from the ME/I sequence.

Most research using the APIM model focuses on the ac-

tor and partner effects. Extending the APIM to latent vari-

ables offers the opportunity to examine whether the latent

variables of the two partners (e.g., male and female) are

equivalent. Such a demonstration would be important be-

fore determining whether the effects (e.g., actor and part-

ner effects) of one partner are significantly stronger than

the effects of the other partner. Failure to demonstrate suf-

ficient evidence of measurement invariance across the two

partners would compromise the comparison of the effects,

which is at the heart of the APIM analyses.

Comparisons of the nested models. The hierarchical

approach described above implies that new equality con-

straints are added at each step of the invariance analysis.

Therefore, the models tested at each step are nested in a

way to proceed from a less constrained model (i.e., with

less degrees of freedom) to a more constrained model (i.e.,

with more degrees of freedom). When comparing nested
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models in a sequence, only using the χ2
difference test can

lead to important bias in accordance with its known sensi-

tivity to sample size. In order to add credence in the com-

parison of models, assessing the differences/changes in CFI

has been recommended as a relevant addition to the χ2

difference test (Cheung & Rensvold, 1999). On this topic,

Meade, Johnson, and Braddy (2008) have determined that

changes greater than .002 in CFI could indicate notable dif-

ferences between nested models. In addition, we propose

to use Satorra and Bentler (1994) scaledχ2
that corrects for

non-normality. However, this statistic cannot be used in a

normal χ2
difference test because the distribution of the

actual difference does not follow the χ2
distribution. To

circumvent this issue, Satorra and Bentler (2001) created

formulas that have been integrated into an online calcu-

lator by Colwell (2013). Maximum likelihood robust esti-

mation is needed when achieving this test and will be re-

quested in MPLUS using the estimator command. The cal-

culated ∆Satorra-Bentler χ2
p-value can then be obtained

in a χ2
table or with Soper (2013) calculator if you wish to

obtain the exact p-value.

Participants Used for the Example

To clearly illustrate our recommended approach, we used

a sample of 246 individuals from 123 adult heterosexual

couples aged between 21 and 80 years old for men (M

= 33.44, SD = 11.30) and between 20 and 79 years old

for women (M = 31.25, SD = 9.94). Participants were

community-based couples who had been involved in their

romantic relationship with their partner for at least one

year. We used data collected through questionnaires an-

swered by these couples to examine whether one’s own

and partner’s sensitivity could predict relationship satis-

faction. Sensitivity was measured using the sensitivity

scale of the Caregiving Questionnaire on a 6-point Likert

scale (CGQ; Kunce & Shaver, 1994). An example of an item

would be “I am very attentive to my partner’s nonver-

bal signals for help and support” (Male α = .86; Female
α = .83). Relationship satisfaction was measured using
the brief validated version of the Dyadic Adjustment Scale

on a 6-point Likert scale (DAS-4; Sabourin, Valois, & Lussier,

2005). The DAS-4 is widely used to assess the degree of re-

lationship satisfaction for individuals in marital relation-

ships. An example of an item would be “Do you confide

in your mate?” (Male α = .86; Female α = .76). The cor-
responding data file is available on the journal’s website.

In the following article, we used MPLUS 6.12 (Muthén &

Muthén, 2012) to conduct all analyses; all analyses could

also be implemented in other SEM modeling programs.

Measurement invariance steps with MPLUS

In this article, we propose and illustrate how a measure-

ment model can be initially tested with a confirmatory fac-

tor analysis (CFA) before estimating the APIM within the

confines of a full SEMmodel with latent variables. We also

highlight and illustrate how equality constraints can be

implemented to estimate whether the latent variables are

equivalent across both members of a distinguishable dyad

(e.g., gender invariance). Note that the following steps are

only valid for continuous data analysis. Ordinal data in-

variance testing requires a different set of steps that will

not be explained in the current article (see Millsap & Yun-

Tein, 2004).

Step 1: Configural model. The configural invariance

model goal is to test the equivalence of the factor struc-

ture. Thus, the hypothesis put to the test is that the con-

generic model holds between the two constructs. The con-

figural model specifications are the following: (a) Loadings

are all freely estimated, except that the first item of each

construct needs to have its loading fixed to 1.0 and its (b)

intercept to 0.0 in order to define the latent variable’s scale

andmean, respectively; (c) the mean, variance, and covari-

ance of each created factor needs to be freely estimated;

(d) correlations between equivalent items residuals also

need to be estimated (e.g., δ11 ↔ δ21) to control for non-
independence. Configural invariance must be established

to proceed to the subsequent step, which ultimately means

that a model imposing the same number of factors (with

the exact fixed and freed parameters) is equally acceptable

for both members of the dyad. Listing 1 indicates how this

model is fitted to data using MPLUS. The results of the con-

figural model showed good fit indices as seen in Table 1.

Step 2: Metric model (Λg = Λg
′
). The hypothesis for

the metric model is that the strength of the factor loadings

for equivalent items are invariant across members (e.g.,

λ12 = λ22). Partial invariance of the loadings is a minimal
requirement to proceed to the next step. Failure to demon-

strate partial metric invariance could indicate that several

items are better indicators of the latent variable for one

partner compared to the other. Listing 2 shows how the

model is fitted to the data.

In our example, the Satorra-Bentler scaled χ2
differ-

ence tests did not indicate a significant change but the

∆CFI was above .002, as seen in line Step 2 of Table 1. We
further investigated the possible misspecifications of the

model with modification indices (∆df = 1, χ2 = 3.84, p =
.05) and by examining meaningful loading differences in
the configural model. This is achieved by adding the fol-

lowing OUTPUT statement as given in Listing 3.

As seen in Table 1, line Step 2, the modification index

for the loading of the Y construct item 3 (χ2 = 4.42, p <
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Listing 1 Analysis and Model command for the configural model of Step 1.

ANALYSIS: type = GEN;
estimator = mlr;!maximum likelihood robust

MODEL: !loadings parameters
X1 by x1_item1@1;!(a)Loading of item 1 fixed to 1.0
X1 by x1_item2;
X1 by x1_item3;
X1 by x1_item4;
X2 by x2_item1@1; !(a)Loading of item 1 fixed to 1.0
X2 by x2_item2;
X2 by x2_item3;
X2 by x2_item4;
Y1 by y1_item1@1; !(a)Loading of item 1 fixed to 1.0
Y1 by y1_item2;
Y1 by y1_item3;
Y1 by y1_item4;
Y2 by y2_item1@1; !(a)Loading of item 1 fixed to 1.0
Y2 by y2_item2;
Y2 by y2_item3;
Y2 by y2_item4;
!Intercepts parameters
[x1_item1@0];!(b)Intercept of item 1 fixed to 1.0
[x2_item1@0]; !(b)Intercept of item 1 fixed to 1.0
[x1_item2 x2_item2];
[x1_item3 x2_item3];
[x1_item4 x2_item4];
[Y1_item1@0]; !(b)Intercept of item 1 fixed to 1.0
[Y2_item1@0]; !(b)Intercept of item 1 fixed to 1.0
[y1_item2 y2_item2];
[y1_item3 y2_item3];
[y1_item4 y2_item4];
!Factor means, variances and covariances of parameters
[X1*];!(c)factor means are freely estimated
[X2*];
[Y1*];
[Y2*];
X1*;!(c)factor variances are freely estimated
X2*;
Y1*;
Y2*;
X1 with X2*;!(c)factor covariances are freely estimated
X1 with Y1*;
X1 with Y2*;
Y1 with Y2*;
!Correlation parameters
x1_item1 with x2_item1;!(d)Correlation of equivalent items are estimated
x1_item2 with x2_item2;
x1_item3 with x2_item3;
x1_item4 with x2_item4;
y1_item1 with y2_item1;
y1_item2 with y2_item2;
y1_item3 with y2_item3;
y1_item4 with y2_item4;
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Table 1 Test of measurement invariance/equivalence and the APIM structural models

Models df SBχ2 SRMSR RMSEA TLI CFI ∆CFI ∆df ∆SBχ2 CD

Measurement Invariance

Step 1: Configural model 90 98.889 .050 .028 .983 .987

Step 2: Metric model (Λg = Λg
′
) 96 108.223 .071 .032 .978 .982 .005 6 8.894 1.307

Step 2a: loading constraint re-

lease Y item3

95 104.542 .061 .029 .982 .986 .001 5 5.641

Step 3: Scalar model (τg = τg
′
) 101 116.129 .077 .035 .974 .978 .008 6 11.366† 1.141

Step3a: Intercept constraint re-

lease Y item3

100 111.470 .065 .031 .980 .983 .003 5 7.1314 0.946

Step 4: Invariant uniqueness

model(Θg
δ = Θg′

δ )

108 142.638 .107 .051 .944 .949 .034 8 24.033* 1.653

Step4a: Uniqueness constraint

release Y item4

107 124.566 .109 .037 .971 .974 .009 7 11.030 1.855

Step4b: Uniqueness constraint

release Y item1

106 117.501 .079 .030 .981 .983 .000 6 6.209 1.515

Structural model (APIM)

Step 1: Basic APIM (model 1) 106 117.501 .079 .030 .981 .983

Step 2: With the k parameters

(model 2)

106 117.501 .079 .030 .981 .983

Step2a: With k1@1.5 and k2@0.5 108 116.167 .080 .025 .987 .988 .005 2 0.0263 1.812

Note. Note. Significance of the∆SBχ2 is indicated with ∗ : p < .05; † : p < .08. SBχ2 = Satorra-Bentler scaled χ2
dif-

ference test; SRMSR = standardized root mean squared residual; RMSEA = root mean squared error of approximation;

TLI = Tuker-Lewis index; CFI = comparative fit index; CD = Scaling correction.

.05) was significant and the loadings from the configural
model suggested a meaningful difference across the two

partners (λ13(male) = .49 vs. λ23(female) = .75). We
thus proceeded to release this equality constraint. Partial

invariance should be tested at the metric level only for

a minority of indicators and with strong theoretical guid-

ance (Vandenberg & Lance, 2000). This new model was

not significantly different based on the∆SBχ2 and∆CFI .
Full invariance can be assumed for sensitivity (X construct)

whereas partial invariance can be assumed for the rela-

tionship satisfaction (Y construct).

Step 3: Scalar model (τg = τg
′
). In this step, the inter-

cepts of each item are constrained across members (e.g.,

τ12 = τ22). In line with item-response theory, intercepts
can be interpreted as the value of an item when the la-

tent factor is 0. Therefore, the intercepts offer information

about occurrence of a systematic bias (e.g., response style

or difficulty) in the manner the question was answered.

Because the intercept of the first item is already fixed to 0.0

(step 1), only the other items need to be forced to equality

across members. This is done using Listing 4.

As seen in Table 1, Step 3a, in our example, the scalar

model showed a marginally significant difference in the

∆SBχ2 and a ∆CFI higher than .002. The modification in-
dex for the intercept of item 3 from the Y latent variable

reached statistical significance (χ2 = 5.31, p < .05). After
releasing this equality constraint, the model was not signif-

icantly different from the metric invariance model. Over-

all, these results provide evidence for the full scalar invari-

ance of the sensitivity latent variable and the partial scalar

invariance of the relationship satisfaction latent variable.

Step 4: Invariant uniqueness model (Θg = Θg′
).

For this model, the unique/residual /error variance of each

item is set to equality across members (e.g., δ11 = δ21). In
other words, this step controls for the specific effect occur-

ring in each item across dyads. The residual represents the

part of the item that is not explained by the latent variable.

Putting equality constraints on the residual thus ensures

that the variance of each item explained by the latent vari-

ables is the same for both partners. Listing 5 incorporate

these constraints.

In our example, this model showed a significant differ-

ence in the ∆SBχ2
and a ∆CFI over .002, as seen in Ta-

ble 1, line Step 4. The modification index for the unique-

ness of item 4 (Y latent variable) was significant (χ2 =
15.31, p < .05). After dropping this equality constraint,
the model significantly improved but∆CFI was still above
.002, as seen in Table 2, Step 4a. The modification index

for the residuals of item 3 (Y latent variable) was also sig-

nificant (χ2 = 9.14, p < .05). We released this last equal-
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Listing 2 Model command for the metric model of Step 2. The loading parameters in Listing 1 must be replaced by these

commands.

MODEL:
X1 by x1_item1@1;
X1 by x1_item2(xL2);!()label function is used for equality constraint
X1 by x1_item3(xL3);
X1 by x1_item4(xL4);
X2 by x2_item1@1;
X2 by x2_item2(xL2);
X2 by x2_item3(xL3);
X2 by x2_item4(xL4);
Y1 by y1_item1@1;
Y1 by y1_item2(yL2);
Y1 by y1_item3(yL3);
Y1 by y1_item4(yL4);
Y2 by y2_item1@1;
Y2 by y2_item2(yL2);
Y2 by y2_item3(yL3);
Y2 by y2_item4(yL4);

Listing 3 OUTPUT command of Step 2

OUTPUT: stand;!for standardized estimation
sampstat;!for descriptive statistics
modindices (3.84);!for modification indices above 3.84

ity constraint and retained this last model, as indicated in

Table 1, Step 4b. Overall, full residual invariance can be

assumed for sensitivity (X construct) whereas partial resid-

ual invariance can be assumed for relationship satisfaction

(Y construct).

Step 5: Making a decision from the ME/I sequence.

The question that was driving this sequence of testing was

one of major importance: to what extent is the factor struc-

ture of the psychological constructs (i.e., sensitivity and re-

lationship satisfaction) similar across partners? If the fac-

tor structure was not similar, the results from the subse-

quent APIM would need to be interpreted with extreme

caution as key parameters of the measurement model are

not directly comparable and equivalent across the two

partners. As a result, observed differences in the actor

and/or partner effects of the male and the female could

be attributable to either true difference or measurement

non-invariance. Therefore, we could not attest to the pat-

terns or any cross-over prediction; as aptly said by Vanden-

berg and Lance (2000), “Comparisons of apples to apples

are meaningful. Comparisons of apples to sandwiches to

sand wedges are not.” (p. 40). Following this line of rea-

soning, the ME/I sequence is an essential prerequisite to

any trustworthy APIM estimation. SEM with latent vari-

ables becomes an indispensable tool to evaluate the extent

to which estimates from the APIM can generate trustwor-

thy conclusions. Evaluating the equivalence of measures

across partnerswill rarely be a dichotomous black orwhite

judgement. However, reporting – rather than not testing

– the area of non-invariance is likely to help readers to

better evaluate the measurement context under which the

actor and partner effects were produced. It will also in-

form researchers about problematic items that might need

to be reformulated to avoid gender-specific biases in fu-

ture studies. In our example, only few parameters of the Y

construct (i.e., relationship satisfaction) were significantly

different (i.e., non-invariant) across partners at each step

(one third of the loadings; one third of the intercepts; two

out of four uniqueness parameters). The relationship sat-

isfaction latent variable can therefore be considered suf-

ficiently invariant across dyads to enable a decent estima-

tion of the APIM. In contrast, none of the parameters signif-

icantly differed across the partners for the X construct (i.e.,

sensitivity). The final invariance measurement model can

then be used as a foundation for testing the APIM with la-

tent variables, as presented in our past article (Fitzpatrick
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Listing 4 Model command for the scalar model of Step 3. The intercept parameters in Listing 1 should be replaced by

these commands.

MODEL:
...
[x1_item1@0];
[x2_item1@0];
[x1_item2 x2_item2](xi2);!()label function is used for equality constraint
[x1_item3 x2_item3](xi3);
[x1_item4 x2_item4](xi4);
[Y1_item1@0];
[Y2_item1@0];
[y1_item2 y2_item2](yi2);
[y1_item3 y2_item3](yi3);
[y1_item4 y2_item4](yi4);

Listing 5 Model command for the uniqueness model of Step 4. These commands are added to the Model command of

Listings 2 and 4.

MODEL:
...
x1_item1 x2_item1(xu1); !()label function is used for equality constraint
x1_item2 x2_item2(xu2);
x1_item3 x2_item3(xu3);
x1_item4 x2_item4(xu4);
y1_item1 y2_item1(yu1);
y1_item2 y2_item2(yu2);
y1_item3 y2_item3(yu3);
y1_item4 y2_item4(yu4);

et al., 2015). The final MPLUS syntax for the measurement

model can be found on the journal’s website.

Merging twomethods: CFA –ME/I combined to the APIM

with SEM

The same stepwise procedure for testing the APIM, pre-

sented in Fitzpatrick et al. (2015) article, can now be used

within the confines of a structural equation model that in-

cludes the equality constraints from the test of measure-

ment invariance. The APIM is used for testing dyadic pat-

terns that might emerge when analyzing dyadic data. This

model tests both actor and partner effects, in which each

delineates the effect one has on his or her own outcome

(i.e., actor effect) and the influence one has on their part-

ner’s outcome (i.e., partner effect). Dyadic patterns can

be tested within the APIM with the k parameter that was
first introduced by (Kenny & Ledermann, 2010). The k pa-
rameter is a ratio of the partner effect on the actor effect

(k = p/a). Accordingly, the general APIM has two k param-
eters that can be estimated, one for each dyad member. As

much as the APIM procedure allows for the testing of dif-

ferent hypotheses, it is important to understand how this

procedure may be merged with existing statistical analy-

ses – measurement invariance – in order to efficiently and

reliably utilize all the data at hand.

As such, the three steps from our past article (Fitz-

patrick et al., 2015) will be used to estimate the APIM with

latent variables: (1) Looking for non-trivial actor effects;

(2) estimating the k parameters with bootstrapping; (3) in-
terpreting k and the underlying dyadic pattern. Moreover,
following the footprints of Kenny (2013), this article will

extend the interpretation of the k parameters with valu-
able information that will help researchers better interpret

their data.

As explained by Kenny (2013), the k parameter value
is estimated and then fixed to an interpretable value, de-

pending on the generated confidence intervals. Those val-

ues are 1, 0, -1 or even 0.5. Following this logic, we wish

to include more interpretable values that will augment the

chance of finding an interpretable dyadic pattern in the
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data and render the interpretation even more precise. If

a k parameter of 0.5 denotes a partner effect that is half
the size of the actor effect, we can therefore include more

values like 1.5, 2, -1.5 and -2 in order to compare and in-

terpret results. A k of 1.5 would represent a partner effect
that is one and a half times larger than the actor effect; a k
of 2.0 would represent a partner effect that is twice as large

as the actor effect. Overall, these additional values should

be understood as the representation of the dyadic pattern

occurring in the APIM. The estimated actor and partner ef-

fects offer much of the information needed for interpreta-

tion. However, the k parameters add important value to
this interpretation as it helps test specific dyadic pattern

hypotheses. Interestingly, more nuanced interpretations

can be found when we seek to understand any given k pa-
rameter.

1

APIM structural steps

(1) Looking for non-trivial actor effects. The first step

to the APIM procedure is to test a saturated model with

zero degrees of freedom and verify that actor effects are

significant. However, models with latent variables can be

globally identified but locally saturated. In our example of

the APIM with latent variables, the model is globally iden-

tified with 106 degrees of freedom. However, the struc-

tural part of the model is saturated because all the paths

are estimated between the latent variables. Therefore, this

model is comparable to the basic saturated APIM estimated

with manifest variables. Listing 6 indicates how to fit this

model.

As seen in the bottom part of Table 1, the basic APIM

with latent variables provided a good fit to the data. All ac-

tor and partner effects are significant in our example (a1 =

0.31, a2 = 0.52, p12 = 0.42, p21 = 0.27). Interestingly, if we

compare those effects with an APIM that does not model

latent variables with invariance testing, effects are smaller

than the latent variable model. Table 2 shows the param-

eter values of this and the Step 4b models. They are now

stronger in magnitude because modeling latent variables

corrects for measurement errors. Furthermore, these new

estimates are more reliable because they were obtained in

a model that assumes invariance of the latent variables.

Based on these estimationswe can proceed to the next step:

all actor and partner effects were significant, which allows

us to compute ratio parameters that will be interpretable

with dyadic patterns.

(2) Estimating the k parameters with bootstrapping.
We then estimate the k parameters in the structural model
with the use of phantom variables as presented in Fitz-

patrick et al.’s (2015) article. Please note that bootstrapped

95% CIs cannot be estimated with the maximum likelihood

robust estimator, so we used the normal maximum like-

lihood estimation but only to estimate the bootstrapped

CIs. However, the overall estimation of the model was per-

formed using maximum likelihood robust in order to ob-

tain fit indices and parameter estimates that take into ac-

count the non-normality of the data. It is worth noting that

the estimation of the k parameter is not affected by the cho-
sen estimator. Listing 7 provides the instructions.

This model had good fit indices and is an equivalent

model to the basic APIM model (Table 2). In our exam-

ple, k1 was 1.496 with bias-corrected (BC) 95% CI [0.428 –

8.476] and k2 was 0.459, BC 95% CI [0.069 – 1.154]. This

final model can be seen in Figure 1 with detailed informa-

tion on the invariance specification done in prior steps.

(3) Interpreting k and the underlying dyadic pat-
terns. Lastly, we have to interpret our findings. We

have therefore updated the flowchart that was presented

in Fitzpatrick et al.’s (2015) article with new interpretable

values for the k parameter. This updated flowchart is
shown in Figure 2. In our example, both k parameters
included more than one interpretable value within their

bootstrapped CIs (k1 of 0.5, 1.0 and 1.5; k2 of 1.0 and 0.5).
In similar situations – which are likely to be quite frequent

– we propose to settle with the nearest interpretable value

of the parameter estimate of k, rather than solely relying
on the upper and lower boundaries of the CIs. These inter-

pretations are substantially important because they offer

a more precise and nuanced interpretation of the dyadic

patterns. According to the bootstrapped CIs, while consid-

ering the nearest interpretable value to the estimate, we

fixed k1 to 1.5 and k2 to 0.5, as seen in Listing 8.
Based on the ∆S-B χ2

, this new model was not sig-

nificantly different than the previous, as seen in Table 1;

last line of the table, Step 4b. Males generally displayed

a couple-oriented pattern, given the significance of the ac-

tor and the received partner effect. However, the k1 ra-
tio of 1.5 suggests that the couple-oriented pattern of the

male is characterized by a preponderant partner effect

1.5 times stronger than the actor effect. The effect of the

women’s sensitivity on their own relationship satisfaction

is two times stronger than her received partner effect (i.e.,

X1← Y 2). Each member is positively influenced by their
own level of sensitivity and their partner’s sensitivity, but

the preponderance of the actor to partner effect depicts

within-dyad variations.

The final interpretation of this new integrative APIM

model with latent variables is similar to the APIM with

manifest variables (Table 2). The most important aspect

to consider is that with the use of ME/I, we minimize the

1
The k values are not limited between -2 and 2, however it is better to look for values that are interpretable and meaningful which are in line with

dyadic patterns.
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Table 2 Difference between the parameters of an APIM with manifest variables and latent variables

Manifest variables APIM Latent variable with invariance APIM Differences between the two methods

c1 .088 .106 0.018

c2 .267* .271* 0.004

a1 .244* .311* 0.067

a2 .403* .518* 0.115

p21 .387* .416* 0.029

p12 .200* .266* 0.066

k1 1.739 1.496 0.018

[0.544 – 10.868] [0.428 – 8.476]

k2 0.454 0.459 0.004

[0.028 – 1.124] [0.069 – 1.154]

Note. Note. In [] are the 95% confidence interval. ∗p < .05.

Listing 6 Model command for the saturated APIM. These commands follow those of Listings 2, 4 and 5.

MODEL:
...
Y1 on X1(a1);! The label function is only informative here
Y1 on X2(p21);
Y2 on X1(p12);
Y2 on X2(a2);
X1 with X2;
Y1 with Y2;

risk that the differential effects of males and females could

be attributable to “comparing apples to sandwiches to sand

wedges”. An APIM with manifest variables is likely to un-

derestimate the strength of the actor and partner effects,

which could, in some circumstances, result in concluding

that effects are trivial. Therefore, APIM with latent vari-

ables provide estimates of the true actor effects and the

true partner effects. Consequently, the k parameters in the

APIM with latent variables are likely to be more precise

and trustworthy. The addition of the CFAME/I in the frame-

work of the APIM offers a critical extension to explore the

sources of non-invariance in order to fully disclose and in-

form other researchers about themeasurement contexts in

which the actor and partner effects were estimated.

Discussion

The main goal of this article was to present an integra-

tive method for testing the APIM using structural equation

modeling. We proposed a new way of approaching APIM

testing by acknowledging possible divergences in the fac-

tor structure with the ME/I hypothesis testing. Dyadic data

brings important considerations to light about the equality

of constructs. We proposed adding a procedure of invari-

ance to any APIM as a means to diminish the uncertainty

on the equality of constructs. Moreover, following the foot-

prints of Kenny (2013), we extend the interpretation of the

k parameter with valuable information that will help re-
searchers better interpret their data. As demonstrated,

the ratio parameters (i.e., k parameters) of the actor and
partner effects hold a broader interpretation of values that

are meaningful. Invariance testing is an important proce-

durewhen the samemeasures are administeredmore than

once. As in a longitudinal dataset, when different individ-

uals are nested in dyads it is important to test in statistical

term the equality of the measures so that the observed ef-

fect is not attenuated.

In recent years, there have been considerable advances

in addressing issues of invariance in dyadic data. Chiorri,

Day, and Malmberg (2014) utilized Bayesian structural

equation modeling approximate measurement invariance

(BSEM-AMI) analysis in order to test mean differences in

romantic partner’s self-report of relationship-level vari-

ables. This article shows how BSEM-AMI is able to identify

the lack of support for a strong invariance model (i.e., a

model that assumes that all intercepts are perfectly invari-

ant across partners) and release the assumption of zero

differences between intercepts (Chiorri et al., 2014). As a

result, models showed an acceptable fit and this pointed to

the existence of differences between partner’s scores on a

same measure. Van Dulmen and Goncy (2010) have also
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Listing 7 Analysis, Model and Ouput command for estimating the k parameters in APIM. These commands complement
Listing ?? for the ANALYSIS command and replace 6 for the MODEL command, and complement Listing 3 for the OUTPUT

command.

ANALYSIS:
...
BOOTSTRAP = 5000;

MODEL:
...
P1 by Y1*(k1);!Fix k based on the CI (e.g. Y1@0)
P2 by Y2*(k2);!Fix k based on the CI (e.g. Y2@0)
Y1 on X1(a1);!Equality constraint with a1
Y2 on X2(a2);!Equality constraint with a2
P1 on X2(a1);
P2 on X1(a2);
P1@0;!phantom variable residual is 0.0
P2@0;
X1 with X2;
Y1 with Y2;
P1 with P2@0;!Correlation between phantom variables is 0.0

OUTPUT:
...
cinterval(bcbootstrap);! For CI output

recently made advances in the field by providing an ex-

tension of the APIM within a path analysis framework by

incorporating cross-informant data on the outcome vari-

able. This technique takes into consideration reports from

both romantic partners on their own and each other’s be-

havioural functioning, which may increase the precision

of the measured construct. A similar study conducted by

Orth (2013) pointed to the importance of cross-informant

data in dyadic data analyses. Specifically, Orth (2013) uti-

lized a model that controlled for shared method variance.

As it is mentioned in Orth’s (2013) paper, the importance of

this method is even greater when modeling an APIM since

self-report measures may inflate actor effects.

Conclusion

There have been great efforts in the past years for incorpo-

rating statistical methods that aim atmodeling dyadic data.

The current article searched to bridge the gap between

standard parsimonious APIM modelling with current sta-

tistical techniques that offer more precise interpretation of

the data. Modeling the APIM with latent variables enables

researchers to carefully examine the measurement invari-

ance of their constructs across members of the dyad be-

fore estimating actor and partner effects by taking into ac-

count measurement error. Moreover, the invariance test-

ing described in this article could also be applied to other

dyadic models, such as the common fate model, the mu-

tual influence model, and even the mediational or moder-

ation forms of the APIM. Future methodological research

should try to expand the APIM in order to facilitate the in-

vestigation of socially important and theoretically-driven

research questions.
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Figure 1 Results for the structural model step 2 of APIM. Non-standardized estimates are in italics, standard errors are

in parentheses and standardized estimates are in bold. * p < .05. Invariance specifications. (1.a) Loadings of both items 1

are fixed to 1.0. (1.b) Intercepts of both items 1 are fixed to 0.0. (1.c) Factor means are freely estimated. (1.d) Like item’s

uniqueness are freely estimated and correlated with each other. (2) Like item’s loadings are constrained to be equal. (3)

Like item’s intercepts are constrained to be equal. (4) Like item’s uniqueness’ are constrained to be equal.
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Listing 8 Model command for estimating the final APIM. The MODEL command in Listing 7 should be replaced by these

commands.

MODEL:
...
P1 by Y1@1.5(k1);!Fix k based on the CI (e.g. Y1@0)
P2 by Y2@0.5(k2);!Fix k based on the CI (e.g. Y2@0)
Y1 on X1(a1);
Y2 on X2(a2);
P1 on X2(a1);
P2 on X1(a2);
P1@0;
P2@0;
X1 with X2;
Y1 with Y2;
P1 with P2@0;
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