
¦ 2018 Vol. 14 no. 2

Explanatory IRT Analysis Using the SPIRIT Macro in

SPSS

Jack DiTrapani
a,B
, Nicholas Rockwood

a
& Minjeong Jeon

b

a
Department of Psychology, The Ohio State University
b
University of California, Los Angeles

Abstract Item Response Theory (IRT) is a modeling framework that can be applied to a large va-

riety of research questions spanning several disciplines. To make IRT models more accessible for

the general researcher, a free tool has been created that can easily conduct one-parameter logis-

tic IRT (1PL) analyses using the convenient point-and-click interface in SPSS without any required

downloads or add-ons. This tool, the SPIRIT macro, can fit 1PL models with person and item covari-

ates, DIF analyses, multidimensional models, multigroup models, rating scale models, and several

other variations. Example explanatory models are presented with an applied dataset containing

responses to an ADHD rating scale. Illustrations of how to fit basic 1PL models as well as two more

complicated analyses using SPIRIT are given.

Keywords Item response theory, 1PL model, generalized linear mixed models, explanatory IRT

models, IRTrees. Tools SPSS.

B ditrapani.4@osu.edu

JDT: 0000-0002-6044-7272; NR: 0000-0001-5931-183X; MJ: 0000-0002-5880-
4146

10.20982/tqmp.14.2.p081

Acting Editor De-

nis Cousineau (Uni-

versité d’Ottawa)

Reviewers
One anonymous re-

viewer.

Introduction
Item response theory (IRT) is a modeling framework used

to model responses to scale or test items that are categori-

cal. Since one of the goals of item response modeling is of-

ten to acquire measures of person ability, it has historically

been used extensively for education research. However,

IRT methods have been applied to other situations where

discrete behavioral data are present, such as with scale re-

sponses in psychological research or with behavioral out-

comes in public health disciplines. IRT analyses have been

applied to settings as diverse as the measurement of com-

puter anxiety (King, Bond, & Blandford, 2002), the vari-

ability of water repellency in fire-affected soils (Bod̀ı et

al., 2013), and the investigation of gender by item inter-

actions on reading comprehension exams (Schwabe, McEl-

vany, & Trendtel, 2015). Public health and clinical psychol-

ogy researchers also commonly utilize item response mod-

els. Aggen, Neale, and Kendler (2005) provide an example

of how IRT models can be used to analyze Diagnostic and

Statistical Manual of Mental Disorders (DSM) criteria for

depression inmore beneficial ways, while Hagquist, Bruce,

and Gustavsson (2009) present an introduction on scale de-

velopment using IRT in the field of nursing. Small et al.

(2008) utilized IRT models to examine group differences in

symptomologies for depressed adolescents. In the domain

of dermatology, Nijsten, Unaeze, and Stern (2006) used IRT

methods to enhance the effectiveness of a patient question-

naire measuring the impact of Psoriasis. These examples

are just a few of the many diverse applications of item re-

sponse models across various disciplines.

Item response models are often labeled by the num-

ber of parameters that characterize each item. This pa-

per focuses on one-parameter logistic (1PL) item response

models
1
which, as the name suggests, include only one pa-

rameter (the easiness) for each item. Although two- and

three-parameter logistic (2PL and 3PL) item response mod-

els can be considered as more general versions of the 1PL

model, the 1PL model has some practical and theoretical

advantages. Because 1PL models contain fewer parame-

1
All of the research using IRT described earlier utilized variations of the 1PL model.
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ters, less data are needed to obtain accurate parameter es-

timates. For example, 2PL or 3PL models need hundreds,

if not thousands, of respondents before the parameter es-

timates can be considered trustworthy (Hulin, Lissak, &

Drasgow, 1982), while the 1PL estimates can be more re-

liable with potentially as few as around 100 respondents

(Linacre, 1994; Edelen & Reeve, 2007). This added parsi-

mony comes with obvious computation benefits as well;

1PL models are typically quicker to estimate than 2PL (and

certainly 3PL) equivalents.

The 1PL model is often referred to as the Rasch model

(Rasch, 1960), and we will use these terms interchangeably

in this paper. However, some strong proponents of the

Raschmodel view it as distinct from the general IRT frame-

work due to some fundamental measurement properties

that are not shared by other more complex item response

models. For example, the Rasch model ensures that all re-

spondents who answer an equal amount of items correctly

will finish with identical “scores.” Within the 2PL frame-

work, counterintuitive phenomena can sometimes occur.

One such possibility is that a given respondent can have a

higher modeled probability of success relative to another

respondent on an “easy” item but a lower modeled proba-

bility of success relative to the other respondent for a “diffi-

cult” item (Wright, 1977). When using the Raschmodel, the

relative ordering of respondents is modeled to be equiva-

lent regardless of the item being answered.

Motivation
Despite the attractive benefits and flexibility of the 1PL

IRT model, it is still not as commonly used in psychologi-

cal research. Much of the current psychological literature

still bases measurement on classical test theory principles,

which can be overly simplistic relative to IRT approaches

(Embretson & Reise, 2013). Part of this disconnect could be

due to researcher apprehension of trying novel analyses

within foreign software environments.

Foster, Min, and Zickar (2017) surveyed 343 practition-

ers in organizational psychology and inquired about IRT

usage. Of the 343 respondents, only 30.90% responded say-

ing they use IRT. Of those who did not use IRT, 35.21% ad-

mitted to either never having learned the method or find-

ing it too complex. An additional 15.65% mentioned that

software being too expensive was the main reason why

they did not attempt to utilize item response models.

Currently, there are dozens of software packages that

can estimate 1PL IRT models. Many options are pack-

ages within R, such as ltm (Rizopoulos, 2006), mlirt (Fox,

2007), eRm (Mair & Hatzinger, 2007), mirt (Chalmers,

2012), FLIRT (Jeon, Rijmen, & Rabe-Hasketh, 2014), and

TAM (Kiefer, Robitzsch, &Wu, 2016). Other options include

software specifically programmed for IRT, such as BILOG

(Zimowski, Muraki, Mislevy, & Bock, 1996), IRTPRO (Cai,

Thissen, & du Toit, 2011), flexMIRT (Houts & Cai, 2013), Con-

Quest (Adams,Wu, &Wilson, 2015), andWinsteps (Linacre,

2016). These options are excellent for IRT, but they can of-

ten be expensive or intimidating for those using IRT for the

first time.

Other options include more general statistical software

that can be adapted to run item response models, such as

SAS PROC NLMIXED (SAS Insitute Inc., 2015), the gllamm

package within Stata (Rabe-Hasketh, Skrondal, & Pick-

les, 2004), the R package lme4 (Bates, Mächler, Bolker, &

Walker, 2015; De Boeck et al., 2011), and Mplus (Muthen

& Muthen, 1998-2011). These options are all powerful and

flexible in the models they can fit. However, they were not

made specifically with IRT in mind, meaning they provide

output that may be difficult for the common practitioner to

interpret in the context of IRT. The packages are very broad

in scope, resulting in output that may contain vocabulary

inconsistent with the common IRT literature.

This paper present a new, more accessible option to fit

IRT models for researchers familiar with the popular SPSS

software (IBM Corp., Released 2013). The newly-developed

SPIRIT macro allows practitioners to use the convenient

point-and-click interface available in SPSS to quickly and

easily fit a wide variety of one-parameter item response

models. The hope is that this macro will allow these valu-

able models to be more accessible to the general research

and teaching community by putting them in the SPSS en-

vironment that is comfortable and familiar to many re-

searchers.

We begin by detailing 1PL item response models before

providing an overview of the SPIRIT macro. Following, we

present three example analyses that demonstrate how to

formulate item response models to address substantive re-

search questions, as well as how to fit these models us-

ing the point-and-click SPSS interface for SPIRIT. The cor-

responding syntax is provided in the appendix.

1PL Item Response Models
IRT models are typically fit to dichotomous or polytomous
item responses. Items in which the response options con-

sist of only two categories are referred to as dichotomous
items, which are commonly used in educational and cog-

nitive testing (e. g., correct vs. incorrect) and behavioral

checklists (e. g., displays symptom vs. does not display

symptom). Items in which the response options consist of

more than two categories are referred to as polytomous
items. Within social and behavioral science research, a

common type of polytomous item is a Likert-scale item,

such as when respondents express their agreement with

a given statement on a 5-point scale. Here we describe

the 1PL IRT model for dichotmous items. Later, when
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we present some example analyses, we will demonstrate

a method for extending the model to include polytomous

items.

If Yip is defined as the (dichotomous) response by thep-th (p = 1, ..., P ) respondent on the i-th (i = 1, ..., I) item,
we can model Yip with a 1PL model as

Yip ∼ Bernoulli(πip), (1)

log

(
πip

1− πip

)
= ηip,

where “∼ Bernoulli(πip)” is read “is distributed as a
Bernoulli random variable with probability πip.” A

Bernoulli random variable can only take the values of 1 or

0, and the probability of the variable taking the value of 1 is

equal to its single parameter, which is πip here. Following,
πip is the probability of respondent p providing a response
of “1” (a “correct” response) to item i. Symbolically, we can
write this as Pr(Yip = 1) = πip. The ip subscripts sug-
gest that the probabilities may change depending on both

the respondent and the item, and it is this heterogeneity in

item response probabilities that we wish to model.

Rather than modeling the probabilities directly, we

model a transformation of the probabilities. The term

πip/(1 − πip) corresponds to the odds that person p re-
sponds correctly to item i and so taking the (natural) log
of this term results in the log-odds, or logit. For 1PL mod-
els, and consequently all models discussed here, the logit

of responding with a “1” is modeled by some linear func-

tion, ηip, of person and item characteristics. Thus, ηip is on
the log-odds scale. We can convert ηip to the odds scale by
exponentiating (i.e., eηip ), or to the probability scale using
the formula

πip =
eηip

1 + eηip
,

which is known as the logistic function. Each of these

transformations is monotonic, meaning that higher values

of ηip correspond to both higher odds and higher probabil-
ity of a “1” response. When we fit our example models in

a later section, we will return to these transformations to

obtain a better understanding of the substantive meaning

of our estimated parameters that form ηip.
Although all models discussed here will take the form

of Equation 1, there is flexibility in the specification of the

linear function ηip. To fit the basic 1PL, or Rasch model, ηip
is defined as follows:

ηip = βi + θp. (2)

Here, βi corresponds to the fixed item intercept for the i-th
item. Since higher values of βi correspond with a higher
probability of a “successful” response, the intercept param-

eter can be labeled as a measure of the “easiness” of that

specific item. In the IRT literature, the item easiness pa-

rameter is often replaced by an item difficulty parameter,

which is simply the negative of the easiness parameter,

−βi.
The term θp refers to respondent p’s latent, or unob-

served, trait. Because early developments in IRT stem from

educational testing, θp is often referred to as respondent p’s
“ability”, as a higher value of θp corresponds to a higher
probability of a “successful” response. We use the term

“trait” instead, since the model may be applied to other

types of item responses beyond testing. The latent θp val-
ues are assumed to be sampled from a normal distribution

with a mean of zero and variance σ2
. Because θp is mod-

eled as a random variable, it is referred to as a random ef-

fect. From a modeling standpoint, random effects are syn-

onymous with latent variables and we will use these terms

interchangeably. The individual θp values are not actually
model parameters, but we can obtain predicted θp values
using a scoring technique, such as EAP or MAP, after esti-

mating the item intercepts and σ2
.

Person and/or item covariates, as well as multiple la-

tent variables, can be included as additional variables in

the ηip term, allowing for a highly flexible model that can
be used to address interesting substantive research ques-

tions. We provide examples of these extensions in a later

section. First, we describe the SPIRIT macro and its capa-

bilities.

The SPIRIT Macro
The SPIRIT macro allows researchers to conduct 1PL anal-

yses through the typical SPSS point-and-click and/or syn-

tax interfaces without any external software add-ons. It is

freely available and easily implemented in SPSS versions

21-24. The macro takes advantage of the fact that 1PL item

response models can be formulated within the generalized

linear mixed model (GLMM) family (e.g., Rijmen, Tuer-

linckx, De Boeck, & Kuppens, 2003; De Boeck et al., 2011).

As De Boeck et al. (2011) describe, these models fall within

the GLMM framework because they contain a link function

(e.g., the logistic link) and a linear component (ηip) that is a
function of both fixed effects (e.g., βi) and random effects
(e.g., θp). Therefore, the macro utilizes the GENLINMIXED
function of SPSS.

One of the main advantages of SPIRIT is that the

model specification and outputted results are specifically

designed in the context of IRT, as even researchers who are

moderately familiar with the connections between GLMMs

and 1PL models may have trouble interpreting the typi-

cal GENLINMIXED output. In addition, the individual per-

son random effect values are not given for each individual

(only the variance of this random effect is given in the typ-

ical output). However, since SPIRIT was designed specifi-
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cally for IRT analyses, the output gives the item parameters

and predicted person latent variable estimates.

SPIRIT can be used to fit a large variety of item re-

sponse models, including the basic 1PL (or Rasch) model,

latent regression (Adams, Wilson, & Wang, 1997), linear lo-

gistic test model (LLTM; Fischer, 1973), multidimensional

models, multigroup models (where the distribution mean

and variance of the random effect differs by group mem-

bership), and models exploring differential item function-

ing (DIF) for dichotomous responses. It can also execute

rating scale models for polytomous response data (An-

drich, 1978). SPIRIT is flexible in that the user can mix and

match from the abovemodel options, leading to potentially

complexmodels that can address a variety of substantively

interesting research questions.

Like most item response software, SPIRIT is flexible

in its handling of missing data. Missing item responses,

which may result from the use of computerized adaptive

testing or other scenarios where respondents are only ex-

posed to a subset of items, pose no serious challenges, as

long as the missingness is assumed to occur at random

or completely at random. More sophisticated approaches

would need to be applied if the missingness was not due to

randomness, such as a respondent purposefully skipping

questions (De Boeck & Partchev, 2012). For models that

include person covariates, respondents that have missing

values on the covariates are excluded from the analysis, as

the response probabilities are modeled as conditional on

these unknown values.

An optional feature of the macro is the calculation of

item (infit, outfit, lz; Wright & Masters, 1982; Drasgow,

Levine, & Williams, 1985), and person (lz) fit statistics.
2

SPIRIT also has the ability to plot the item characteristic

curves and information functions for all items when a ba-

sic 1PL model is specified. The SPIRIT User Guide, which

comes with the macro, provides information on data re-

quirements, installation instructions, and detailed descrip-

tions of the specific options of the macro. An overview of

several pertinent requirements and properties of SPIRIT is

provided in Appendix A.

Illustration
This section contains several examples of item response

analyses conducted using SPIRIT. Themodels of interest in-

clude the basic 1PL model, an explanatory model with per-

son and item covariates, and a model with a polytomous

item response variable. For each, the model specification

within SPIRIT and the interpretation of the results is pro-

vided.

Data

Throughout this section, models will be fit to a dataset

of simulated responses to a scale that attempts to mea-

sure a child’s level of attention-deficit/hyperactivity dis-

order (ADHD). This simulated dataset is based on a real

data that was accessed through the National Database for

Autism Research (NDAR). The size and format of the gen-

erated dataset is identical to that of the actual dataset, as

are the basic conclusions from data analyses. We decided

to use a simulated dataset to be able to publicly share the

data, allowing readers to directly follow along with the fol-

lowing illustrations on their own computers.

The simulated dataset contains responses from 234 re-

spondents to 18 different items. Each of the items come

from the ADHD Rating Scale-IV: Home Version (DuPaul et

al., 1998), which consists of items that correspond to spe-

cific symptoms of ADHD as noted in the DSM-IV. This scale

was given to a parent or guardian of each child, and each

of these respondents were asked to report on the severity

of their child’s symptoms. Some examples of items from

this scale are to report how often the child “fidgets with

hands or feet or squirms in seat” or “does not seem to listen

when spoken to directly.” The answer to each item ranged

from “Never or Rarely” (0) to “Very Often” (3). Each item

response was also dichotomized, such that a response of

2 or 3 was coded as a “1,” which suggests that the child

frequently displays that item’s symptom. An original re-

sponse of 0 or 1 was coded as a “0,” suggesting that the

specific symptom is not prevalent for that child.

Information on the child and respondent is also present

in the dataset. This includes the age (in months) and gen-

der of the child aswell as the gender of the respondent. Age

is mean-centered for interpretability purposes. Dimen-

sionality is also expected to be present in the data (DuPaul

et al., 1998). Specifically, there are nine items that intend

to measure the level of “Inattention” symptoms present

in a child (such as the second item presented earlier),

and nine items attempting to measure the “Hyperactivity-

Impulsivity” level of a child (such as the first item given

earlier).

An example of how this dataset looks is shown in Table

1. The data must be presented in long form in order for

the SPIRIT macro to be used. Therefore, there are multiple

rows for each respondent. In Table 1, the three rows being

presented correspond to the responses on items 1, 2, and 3

by respondent 1.

In the dataset, the “SubGen” variable denotes the gen-

der of the child (“M” = Male, “F” = Female) and the “Re-

spGen” variable corresponds to the gender of the respon-

dent. The “Item” variable is an indicator variable denot-

2
Fit statistics are only available for the basic 1PL model with no covariates.
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Table 1 First three rows for the generated ADHD dataset in long form.

ID Age SubGen RespGen Item Dim Resp RespDi

1 16.54 F F p_c_adhdrs_1 I 1 0

1 16.54 F F p_c_adhdrs_2 H 0 0

1 16.54 F F p_c_adhdrs_3 I 1 0

ing which item is being answered, and “Dim” is the dimen-

sion corresponding to that specific item (“I” for Inattention

and “H” for Hyperactivity). Finally, “Resp” is the actual re-

sponse given (ranging from 0 to 3), and “RespDi” is the di-

chotomized response (0 or 1).

Example Models

Several types of IRTmodels can be fit using SPIRIT, many of

which are applied to dichotomous outcome variables (such

as the “RespDi” variable described in the ADHD dataset).

To fit the basic 1PL model described earlier using SPIRIT,

the user must specify the response variable in the “Re-

sponse Variable” box (“RespDi” in this example), the item

variable in the “Items” box (“Item” in this example), and

the ID variable in the “ID” box (“ID” in this example). See

Figure 1 for a screenshot of how thismodel is specified. It is

also possible to obtain the individual predicted θp values in
the output by clicking the “Theta Values” option. The “Fit

Statistics” and “Plots” options are available for this basic

1PL model only. All of the output is supplied in the typical

SPSS output window. For this example, each individual θp
score can be interpreted as the predicted severity of ADHD

behaviors for that particular reporter/child pair relative to

the other reporters/children in the data.

Relative to other possible models that can be estimated

using SPIRIT, this basic 1PL model is quite simple. Two

more complicated models will now be explored to illus-

trate SPIRIT’s flexibility. Descriptions of other possible

models are illustrated in DiTrapani (2016) and the SPIRIT

User Guide, which can be found by clicking the “Help” but-

ton in the SPIRIT interface.

Explanatory Model Example
In addition to models designed specifically for measure-

ment, the SPIRIT macro can be used to estimate item re-

sponse models designed to answer substantive research

questions. One approach is to use SPIRIT’s ability to in-

clude person and item covariates to investigate associ-

ations between the covariates and the scale’s item re-

sponses. This type of item response modeling is often

termed explanatory IRT (De Boeck & Wilson, 2004). The
explanatory model is identical in structure to the basic 1PL

described in Equation 2. Now, however, the ηip linear term
can be extended to include coefficients corresponding to

particular item or person covariates (as well as more com-

plicated terms such as interactions between covariates).

As an illustration using the simulated ADHD dataset,

perhaps we are interested in whether or not Hyperactiv-

ity, or “H” behaviors, and Inattention, or “I” behaviors, are

reported at different rates. This question could be of inter-

est to psychologists who are curious about the respondents

being sampled or to psychometricians who want to learn

more about how this particular scale tends to be answered.

To address this question, we can include the item type (“H”

or “I”) as an item covariate in the model.

Suppose we are also interested in whether male or fe-

male reporters (fathers and mothers of the child, in most

cases) tend to bemore or less likely to report ADHD-related

behaviors. Previous research has suggested that there may

be discrepancies between how parents rate their children.

Seiffge-Krenke and Kollmar (1998) shows that although

mother and father ratings are correlated, fathers tended

to be less likely to rate their children as having problem

behaviors. A meta-analysis of 60 studies assessing behav-

ioral problems in children found this same effect (although

it was relatively small here); mothers were more likely to

report behavioral problems than fathers (Duhig, Renk, Ep-

stein, & Phares, 2000). In the context of ADHD rating scales,

Sollie, Larsson, and Mørch (2012) also concluded that fa-

thers were less likely to report ADHD behaviors in their

children.

Knowledge of differences in the way mothers and fa-

thers report symptoms could impact how treatment is de-

veloped for a given child, or how ADHDmeasurements are

interpreted. The sex of the reporter can therefore be in-

cluded as a person covariate into the model to investigate

this research question. The effect of this covariate quan-

tifies the overall average difference between the tendency

for mothers to report ADHD symptoms relative to fathers,

holding everything else constant.

Interactions between covariates can also be added to

answer more specific questions. For example, we can in-

clude an interaction between (mean-centered) age of the

child (in months) and the type of the item. This interac-

tion investigates whether the effect of child age on a “suc-

cessful” reported response changes depending on the type

of item. In other words, does the age of a child relate to

“H” items differently than “I” items? This may be of in-

terest to researchers since this term would examine what

explanatory role child age plays for both dimensions sep-
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Figure 1 How to specify the basic 1PL model in SPIRIT.

arately. This phenomenon would be similar in nature to

DIF, since two subsets of items behave differently depend-

ing on a characteristic of the child (age, in this case).

The proposed model is a form of a linear logistic test

model (LLTM; Fischer, 1973), which is designed to explain

individual item intercepts using item covariates. There-

fore, there is not a separate intercept/easiness for every

item but instead an equivalent intercept/easiness for en-

tire subsets of items (i.e., for this example all “H” items

have the same intercept/easiness). Since the basic version

of this model treats all items within a subset as equivalent,

which may be an unrealistic assumption, an extension can

be made that includes a random error term for each spe-

cific item, which acts as an item-level residual.

The only difference between the basic 1PL model and

the explanatory model is the structure of the linear term,

ηip. In the basic model, ηip is only a function of the person
and item effects (θp and βi). The ηip term is more compli-

cated for the explanatory model, as it contains the person

and item covariates. Specifically, it is now

ηip = β0 + β1(Hi) + γ1(Malep) + γ2(Agep)

+ δ(Hi ∗Agep) + θp + εi.

Here, Hi equals 1 for all “H” items and 0 for all “I” items.

As a result of this parameterization, β0 corresponds to the
“easiness” of an “I” item being endorsed/reported (when

all other predictors equal zero), and β1 corresponds to the
difference in easiness values for all “H” items relative to “I”

items for children of average age, holding all other vari-

ables constant. Higher “easiness” estimates here suggest

that items are reported relatively more often. γ1 can be
interpreted as the difference between male and female re-

porters in how likely a response of “1” is reported, and is

positive if male reporters tend to respond with a “1” more

often than females (this gender difference is constrained
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by the model to be equivalent across both “I” and “H”

items). γ2 is the regression coefficient for the effect of the
age of the child on the probability of a “1” response to “I”

items. Finally, δ is the interaction effect between a child’s
age and the type of item being responded to; specifically,

this parameter would be positive if the effect of age on re-

ported symptoms is higher for “H” items than for “I” items.

With this parameterization, γ2 can be interpreted as the
regression coefficient of age specifically for “I” items, and

γ2 + δ can be interpreted as the coefficient of age for “H”
items, since the δ term is only present whenHi = 1.
The θp and εi values are the random effect terms for

the explanatory IRT model. The person random effect, θp,
is the residual term for person p after controlling for the
person covariate effects of the model. These values are as-

sumed to be sampled from a normal distribution with a

mean of zero and a variance of σ2
P . εi is the error term

for the specific item being responded to. It can be inter-

preted as item-specific residuals after item covariates have

been controlled for. These item random effects are also as-

sumed to come from a normal distribution with a mean of

zero and a variance of σ2
I . Treating item effects as random

is a somewhat unconventional approach in IRT modeling,

but it is particularly useful when used in a model con-

taining item covariates. This is an example of a random-

item LLTM in which the random effects are cross-classified

rather than nested (De Boeck, 2008; Janssen, Schepers, &

Peres, 2004).

Specifying this model is straightforward using SPIRIT’s

point-and-click interface. Figure 2 shows how to set up the

model. Since the “Item” variable is being treated as a ran-

dom effect in this model, it is actually necessary to leave

the “Items” box blank and to place the “Item” variable in

the “ID” box.
3

The “Covariates” box is where the fixed effects of in-

terest are included. For this model, this includes an inter-

cept column. SPIRIT does not automatically include an in-

tercept, so if a global intercept/easiness (β0) is desired, it
must manually be included as a covariate in the model.

The intercept is important to include here because if it is

not added, SPIRIT will calculate a separate easiness esti-

mate for both “I” and “H” items. This would not allow us

to directly test the effect of “H” items relative to “I” items.

When this β0 approach is used, one of the item types be-
comes a reference group, and the difference between the

two item groups can be assessed with the β1 coefficient.
The interpretation of this β1 parameter is identical to that
of a regression coefficient for a categorical predictor in a

typical regression model.

To manually create the global intercept, a new numeric

variablemust be created that simply equals “1” for all rows

of the dataset. In this example, the created variable is

named “Int” (the name of the variable can be named ar-

bitrarily, as long as it is equal to “1” across all rows). This

should be the first variable listed in the “Covariates” box.

By manually creating a variable that is a vector of all “1’s”,

we are able to trick SPSS into making that predictor act like

a global intercept.

The covariates box for this model includes another

manually created variable, “DimH.” This column equals 1

for all “H” items and 0 for all “I” items. Creating the vari-

able in thismanner allows us to test the difference between

the probabilities of endorsing “I” items and “H” items.

The last variable that must be created manually is a

variable that is used to test the interaction between child

age and item type. We will call this variable “D”; it will

be equal to “DimH” × “Age.” Therefore, this variable will

equal 0 for all responses to I items, since DimH equals 0 for

these items. For H items, the covariate will equal the child’s

age. Including this variable in the covariates box will allow

us to examine whether the effect of H vs. I items changes

as a function of age. SPSS syntax demonstrating how to

construct these new variables using the original simulated

ADHD dataset is provided in Appendix B.

In addition to these variables, the sex of the reporter

and the mean-centered age of the child are also included

in the covariates box. As Figure 2 shows, the final covari-

ates box should include the Int, Age, D, RespGen, and DimH

variables. For this model, we are not interested in any of

the optional commands listed in the bottom left of the in-

terface.

The SPIRIT output gives the variance estimates for both

the person and item random effects, as well as estimates

for all fixed effects. The estimated variance for the person

residuals is 3.415 (SE = 0.405), while the variance estimate

for the item error term is 0.311 (SE = 0.123). The “Fixed

Effects” table shows the estimates for the explanatory in-

tercepts and coefficients of interest. These estimates are

displayed in Figure 3.

The global intercept is estimated to be −0.555 (SE =
0.239), which is on the log-odds scale since a logistic link

function was used. This easiness estimate suggests that for

a child with an average age, average reported ADHD be-

haviors (θp = 0), being reported on a typical Inattention
item (εi = 0) by a female reporter, ηip = −0.555. As de-
scribed previously, a value on the logit scale can be trans-

formed to the probability scale. Using this conversion, the

estimated probability of having a response of “1” to a typi-

cal Inattention item for this individual is

πip =
e−0.555

1 + e−0.555
= 0.365.

The difference between the easiness estimates of Hy-

3
All random effects need to be placed in the “ID” box.
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Figure 2 How to specify the explanatory model described here.

peractivity (H) items relative to Inattention (I) items is es-

timated to be -0.776 (SE = 0.277). Following, the predicted

probability of a “1” on an average “H” item with a female

reporter of an average-aged child with average ADHD re-

ported symptoms is 0.210, which corresponds to an ηip
value of −0.555 − 0.776 = −1.326. It can also be con-
cluded that, for children of an average age, the probabil-

ity of endorsing the item statement is significantly higher

for “I” items relative to “H” items, since the effect of the

DimH estimate is negative and significant at the 5% level

(p = 0.005).
The effect for the sex of the reporter is also included in

the “Fixed Effects” output. Here, the sex difference is esti-

mated to be -1.006 (SE = 0.332), suggesting that males tend

to be less likely to report ADHD behaviors in their children.

This echoes the findings from previous mother-father re-

porter comparisons, within the context of ADHD rating

scales as well as other behavioral scales. Because the effect

is in logits, we can exponentiate the term, e−1.006 = 0.366,
to transform the coefficient to the odds scale. This suggests

that males are estimated to be only 0.366 times as likely to

report ADHD behaviors in their children relative to their

female counterpart. The γ2 effect for child age is not statis-
tically significant here, as the estimated coefficient is -0.002

(p = 0.648). Note here that this estimate is specifically the
effect of age for “I” items, as described earlier.

The interaction term between child age and item type

was found to be statistically significant in the negative di-

rection (δ̂ = -0.012, p < 0.001). This finding implies that
child age interacts negatively with Hyperactivity (H) items

relative to Inattention (I) items. More specifically, the esti-

mate of the effect of age for “H” items is γ2+δ = −0.002−
0.012 = −0.014. Although there is no specific hypothesis
test here that explicitly examines whether this -0.014 esti-
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Figure 3 Fixed effect estimates given in the output from the explanatory model described here.

mate is significantly different from zero, we do have sta-

tistical evidence that the effect of age is more negative for

“H” items than “I” items. This would suggest that there are

very little age differences in responses to “I” items, but that

there is a much more negative effect of age for “H” items:

the older a child’s age, the less likely he or she tends to be

reported to have Hyperactivity symptoms. From this anal-

ysis, we can conclude from this simulated data that male

reporters/guardians tend to be less likely to report child

ADHD symptoms, that “H” behaviors tend to be reported

less frequently than “I” items, and that the effect of age is

more negative for “H” behaviors relative to “I” behavior

items. This implies that for “H” items, older children are

less likely than younger children to have reported ADHD

symptoms (i.e., the effect of age is negative). However, no

such age association exists for “I” items, resulting in the

interaction effect. Although the conclusions from the sim-

ulated dataset matches those found using the real data, we

intend for these findings to be used for illustrative pur-

poses only.

IRTree Model Example
The SPIRIT macro can also fit IRT models for polytomous

(ordinal) response variables. One traditional model that

SPIRIT can run is the rating scale model (Andrich, 1978),

which can be viewed as a constrained polytomous item

response model in which the distances between an item’s

threshold parameters are constrained to be equal for all

items in the dataset. This analysis can be performed using

SPIRIT by specifying “Multinomial” in the “Distribution”

box in the point-and-click interface.

SPIRIT can also fit a variety of item response trees, or

“IRTrees” (e.g., De Boeck & Partchev, 2012; Jeon&De Boeck,

2015), which can flexibly model polytomous data. One spe-

cific application of IRTrees that investigates polytomous re-

sponses in a unique way will be highlighted here. This

model treats an ordinal outcome variable as a sequence

of dichotomous outcomes; for example, using the ADHD

dataset where the possible responses were 0, 1, 2, or 3, a re-

sponse of “1” corresponds to the respondent first answer-

ing greater than 0 (i.e., a response of 1, 2, or 3 instead of

exactly 0). Then, given that he/she did not answer with a

zero, it is assumed that the respondent then answers with

a 1 (i.e., exactly 1 instead of greater than 1). This con-

ceptualization implies that the item response process is a

function of sequential choices that the respondent makes.

This conceptualization is similar to that of the sequential

IRT model (Tutz, 1990). A tree diagram that visually de-

picts this process is shown in Figure 4. Thinking about or-

dinal responses in this manner allows for the estimation

of item parameters that cannot typically be assessed us-

ing traditional IRT approaches. If the sequential IRTree

model is fit to the ADHD data, every item will have three

item parameters that reflect this sequential process; one

corresponds to the probability that a respondent chooses

a response greater than “0” versus exactly “0”, the next in-

volves the probability that a respondent answers exactly

“1” versus greater than “1”, given that the response is al-

ready greater than “0”, and so on. It therefore allows re-

searchers tomodel polytomous datawith software that can

only handle dichotomous responses.

Since any ordinal response can be thought of as a se-

ries of dichotomous, sequential outcomes, the response

can be modeled with a logistic model, making it executable

within SPIRIT. This structure can be interesting from a re-

searcher’s perspective because it inherently hypothesizes
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Figure 4 A visual depiction of a sequential IRTree model. Each square represents an observed polytomous response,

which can be explained as a function of each dichotomous “node.” For example, an observed response of “2” can be

recoded as a function of three dichotomous outcomes: a “1” on Nodes 1 and 2, and a “0” on Node 3.
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0

0

Node 2

1

0

Node 3

2

0

3

1

1

1

that each response is actually a function of the specific

sequential process being modeled. By modeling this pro-

cess using IRTrees, the fitted model can be used to assess

the plausibility of the particular hypothesized response

process. Other examples of hypothesized processes that

IRTrees can examine are the potential differentiation of

fast and slow intelligence (Partchev & De Boeck, 2012; Di-

Trapani, Jeon, De Boeck, & Partchev, 2016) and the possible

presence of individual extreme response styles on Likert

scales (e.g. Böckenholt & Meiser, 2017).

To fit the sequential IRTree model in SPIRIT, the data

must manually be altered such that each ordinal response

can be described as a series of dichotomous outcomes.

Each of these dichotomous scenarios are denoted as “sub-

trees”, which consist of “nodes” and “branches.” In Figure

4, each circle in the tree represents a node, and the two

lines coming out of the nodes represent the two branches,

or possible outcomes, for that specific node. For exam-

ple, from the earlier illustration, an ordinal response of “1”

must be extended in the dataset such that the respondent

“successfully” answered with a “1” at node 1 (meaning the

observed ordinal response was greater than 0; this is syn-

onymous with saying that the “right branch” was selected

at node 1), and then “unsuccessfully” at node 2 (mean-

ing that the observed ordinal response was exactly 1 and

not greater than 1; the “left branch” was selected at node

2). Since the example dataset contains an ordinal variable

with 4 possible outcomes, there should be 3 nodes (“0” vs.

greater than “0”, “1” vs. greater than “1”, and “2” vs. “3”).

Not every response interacts with every node. For exam-

ple, a response of “1” is only a function of nodes 1 and 2. Ta-

ble 2 details how each of the four possible responses would

be recoded in terms of the three nodes and Table 3 shows

how a response of “1” would appear in the dataset. There is

now a row for every item and node combination, so three
rows per item response for the ADHD dataset.

4
Once this

format is obtained, the SPIRIT macro can be used to fit the

model.

Within the new dataset, the response variable now cor-

responds to the response of respondent p to node d of item
i, Yidp. The sequential model follows a similar form as the
models introduced earlier, except the linear term, η, now
includes a d subscript to indicate the node. For this model,
we model the linear function as

ηidp = βid + γ1(Malep) + θp,

where βid corresponds to the intercept/easiness for each
item-node combination. That is, rather than estimating

one intercept for each item, as in the first example, we now

have I ×D intercepts, where I is the number of items and

4
SPSS syntax for appropriately transforming the ADHD data is provided in Appendix B.

The Quantitative Methods for Psychology 902

http://www.tqmp.org
http://crossmark.crossref.org/dialog/?doi=10.20982/tqmp.14.2.p081


¦ 2018 Vol. 14 no. 2

Table 2 How responses must be recoded for a sequential model to be implemented. For example, a response of “2”

must be recoded as a “1” on nodes 1 and 2, and a “0” on node 3.

Resp Node 1 Node 2 Node 3

0 0 NA NA

1 1 0 NA

2 1 1 0

3 1 1 1

Table 3 Three rows corresponding to a response of “1” in the form needed for the sequential model.

ID Age SubGen RespGen Item Dim Node Item_Node Resp

1 16.54 F F 1 I n1 1_n1 1

1 16.54 F F 1 I n2 1_n2 0

1 16.54 F F 1 I n3 1_n3 NA

D is the number of nodes in the tree. Here, there will be
D = 3 item parameters estimated for each of I = 18 items.
The respondent’s sex is included as a covariate with corre-

sponding effect γ1 and so θp is a person residual term that
captures between-person variation not explained by sex.

Besides the addition of the reporter sex covariate, the

important difference between this model and the basic 1PL

model is that the response variable and intercepts now cor-

respond to particular item-node combinations. Therefore,

to fit this model in SPIRIT, the new response variable is pro-

vided for the “response” option and the “item” option must

be filled with the Item_Node variable to allow for a sepa-
rate intercept for every item/node combination. The id, co-

variate, and other options are all treated as before. Here, a

sequential model is fit using the generated ADHD dataset,

with the reporter sex included as a person covariate. A

screenshot of how this model is specified within SPIRIT is

shown in Figure 5.

The output contains the estimate for the effect of the

reporter being male, as well as 54 item intercepts (one for

each item/node combination). As in the earlier example

model, the male reporter effect is significantly negative,

with an estimate of -1.060 (SE = 0.313, p = 0.001). The es-
timate for the random effect variance is 3.416. SPIRIT can

also provide the predicted residual θp values for each indi-
vidual (notice the “Theta Values” box was checked in Fig-

ure 5). Figure 6 displays the person residual values for sev-

eral individuals. We can conclude from this model that the

reporter sex effect found in the earlier example explana-

tory model is also evident when treating the responses as

ordinal.

The sequential model allows for users to model ordinal

responses in an intuitive manner using a logistic link func-

tion. It also provides item easiness parameters at every

item/node combination, which give subtly different infor-

mation about an item than item parameters from a rating

scalemodel. For example, the item response treemodel de-

scribed here would estimate three separate intercepts for

item 1: 1.530, -0.545, and -1.675. The 1.530 estimate corre-

sponds to the likelihood that a typical female respondent

responds to item 1 with something greater than “0” rela-

tive to exactly “0”. In other words, responding with a “0”

is somewhat unlikely for this item. The second intercep-

t/easiness, -0.545, gives the tendency for this item to be re-

sponded as a “2” or “3” (instead of a “1”), given that the

response is not a zero. And finally, the -1.675 estimate rep-

resents the chances that a “3” is reported instead of a “2,”

conditional on the response not being “0” or “1.” We can

see from these estimates that a zero is relatively unlikely,

but the higher values of “3” and “2” are somewhat unlikely

as well.

This model provides flexibility that the rating scale

model (SPIRIT’s other polytomous item response model)

cannot. The rating scale model constrains every item’s in-

tercepts to have equal distance from one another, while the

sequential IRTree does not. Notice that for the aforemen-

tioned item 1, the “distance” between the first and second

estimates (1.530 and -0.545) is 2.085. In the rating scale

model, this distance between parameters is constrained to

be constant across all items, such that the first two inter-

cepts for item 2 (and 3, and 4, and so on) would also have

to be exactly 2.085 apart. The sequential IRTree alleviates

this constraint and flexibly estimates different intercepts

for every item.
5
Note that other IRT models such as the

graded response model or partial credit model do not have

this constraint either, but they are currently not available

on SPIRIT. However, these existing polytomous models can

not perform the specific multidimensionality options de-

5
The intercepts/thresholds from the rating scale model carry a slightly different meaning as well. See the User Guide for an explanation on SPIRIT’s

rating scale model.
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Figure 5 How to specify the sequential IRTree model described here.

scribed in the next paragraph.

IRTrees are very flexible in the types of models that can

be run and the types of questions that can be answered. In

the above illustration, it is assumed that each “node” is de-

pendent on one person trait: in other words, the probabil-

ity of a child being scored as greater than “0” (node 1) is de-

pendent on the same person trait that is related to nodes 2

and 3. This constraint can be alleviated, such that each re-

spondent would actually have three different person traits:

one for each node. These three dimensions would provide

person-specific tendencies that correspond to each of the

unique nodes. For example, each respondent would have

a “node 1” trait, which can be interpreted as that reporter’s

tendency to respond with greater than “0” relative to ex-

actly “0,” and so on. This would be an example of a mul-

tidimensional model, where each node is a unique dimen-

sion. This extension of the sequential model can easily be

specified on SPIRIT by putting the “Node” variable into the

“Dim” option on the point-and-click interface.
6

Discussion
The SPIRIT macro, which has the capacity to run a mul-

titude of 1PL item response models in SPSS, has been in-

troduced. Using an applied dataset containing generated

ADHD scale responses, multiple IRT models have been pre-

sented that demonstrate how the SPIRITmacro can be used

effectively. It should be emphasized that the IRT frame-

work is not limited to the models illustrated here; SPIRIT

allows for a flexible, broad array of potential models, such

as basic 1PL models, models with item and/or person co-

variates, multidimensional IRT models, DIF models, multi-

group models, rating scale models, IRTree models, and any

6
This more complex model does not converge with the provided simulated dataset. Advanced multidimensional models such as this one often

require a larger sample size.
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Figure 6 Random effect person estimates calculated from the IRTree model described here.

combination of these. The macro’s output provides item

parameters, item and person covariate fixed effects, per-

son random effect values (optional), estimated random ef-

fect covariance matrices, item and person fit statistics (op-

tional), and other options like item characteristic curves

and item information plots. Themacro also includes a User

Manual that gives detailed instruction for conducting these

different analyses. The User Manual can easily be accessed

by selecting the “Help” button in SPIRIT’s point-and-click

box.

One of the most obvious benefits of SPIRIT is that

it provides users with an intuitive point-and-click inter-

face within the familiar SPSS environment. The hope is

that researchers who are new to IRT or who are wor-

ried about learning IRT-specialized software packages can

readily perform IRT analyses using the SPIRIT macro. The

macro can also be a great pedagogical outlet for instructors

introducing IRT to students who are familiar with SPSS.

The macro also provides useful properties for more ex-

perienced users. The PQL estimation method that SPSS

uses allows for very rapid estimation, meaning even mod-

els with many dimensions can be estimated quickly. For

example, a multidimensional IRTree model took just sec-

onds to run in SPIRIT, but took over eight minutes to run

in lme4. It is also possible for the estimation of rating scale

models for ordinal responses, something that other GLMM

software like lme4 (using Laplace estimation) do not cur-

rently allow.

An inconvenient feature of the SPIRIT output is the

lack of a reliable estimate of overall model fit. Typically,

the GENLINMIXED function in SPSS does provide values

for AIC and BIC; however, these values are not included

in the SPIRIT macro. Since the PQL estimation method is

used, these likelihood-based model fit values may be im-

perfect and therefore not recommended for use (e.g. Van

den Noortgate, De Boeck, & Meulders, 2003). A future di-

rection for the macro could be a deeper investigation into

the given AIC and BIC values, as well as an exploration

into other possible criteria for IRT model fit, such as the

M2 statistic, RMSEA for IRT, etc. (Maydeu-Olivares, 2013).

SPIRIT can also be used to fit IRT models using SPSS

syntax, rather than the point-and-click interface described
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here. This optionmay be useful for researchers whowould

like to save the code used for specifying particular models

for later use. Details of this approach and other matters

related to SPIRIT can be found in the SPIRIT user manual.
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Appendix A: SPIRIT Setup and Estimation
SPIRIT Model Implementation

1. Data: For SPSS to correctly run its GENLINMIXED function, data must be presented in long form. This is true for any
GLMM in SPSS, not just the IRT models being presented here. In this data format, every item response has its own row,
as opposed to wide form data, where every respondent has his or her own row. The VARSTOCASES function in SPSS
can be used to restructure a dataset from wide to long form.

2. Installation: To install SPIRIT, the user must download the SPIRIT macro .spd file that contains the point-and-click
dialog.

7
The user will then be prompted to “install” the dialog once this file is opened. When it is installed, the user

can find the SPIRIT interface within the “Analyze” dropdown from SPSS’s dropdown menu. Once the SPIRIT interface

is installed, it will never have to be installed again into that computer.

3. Output View: Before any analysis can be run in SPIRIT, the user must turn off SPSS’s default “Model Viewer” setting.
To do this, simply use the “Edit” dropdown and go to the “Options” button. From there, click on the “Output” tab.

Here, there should be an option to switch to a “Pivot Tables” setting for viewing output. This option must be selected
for the macro to provide useful output. This change should only need to be made once; “Pivot Tables” will remain

the selected option moving forward, even if the user ends the current session. Once this change is made, models are

ready to be specified using SPIRIT’s point-and-click approach.

4. Specification: Model specification is relatively straightforward. Within the point-and-click interface, there is an
option to specify the response variable of the model, the item variable of the model, other person or item covariates

that may be included, the person random effect (as well as other potential random effects), a variable that indicates

the dimension of a particular response, a variable that indicates the group of a particular respondent, the link function

of the model, and the distribution of the response variable. There are also options available for outputting predicted

random effect values, fit statistics, and whether or not to save output values into the original dataset. All of these

options can be seen in Figure 7. The response variable box is the only box that must be filled with a variable; the

other boxes can be filled or left empty, depending on the user’s desired model.

Model Estimation

SPSS uses a penalized quasi-likelihood (PQL) approach to estimating GLMMs (Breslow & Clayton, 1993). Methods using

quasi-likelihood techniques have been shown to have slightly biased parameter estimates when used in an IRT context

(Breslow & Clayton, 1993; Breslow & Lin, 1995). The bias appears to result in fixed effect estimates being less extreme

(closer to zero) than they should be, especially when the estimates themselves are much greater or much less than zero.

However, this bias does not typically bring substantial practical differences in model interpretation when SPIRIT is used.

7
This file can be obtained by emailing a request to the corresponding author.
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Figure 7 The general point-and-click layout for the SPIRIT macro.

Appendix B: SPSS Syntax for Illustrations
Basic 1PL Model

Once the ADHD dataset is open (and the SPIRIT macro code has been run), the following SPSS syntax will execute the

basic 1PL model.

spirit response = RespDi/items = Item/id = ID/theta=YES.

Explanatory Model

Once the ADHD dataset is opened, the following SPSS code will create the variables necessary to run the explanatory

model described in the manuscript. The “spirit” line of code will then run the explanatory model, given that the SPIRIT

macro code has already been run.

Compute Int = 1.
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Compute DimH = 0.
IF Dim EQ ‘H’ DimH = 1.

Compute D = DimH*Age.
Variable Level D (Scale).
Variable Level DimH (Scale).

Execute.

spirit response = RespDi/cov = Int Age D RespGen DimH/id = ID Item/theta = NO.

IRTree Model

Once the ADHD dataset is opened, the following SPSS code will create the variables necessary to run the IRTree model

described in the manuscript. The “spirit” line of code will then run the IRTree model, given that the SPIRIT macro code

has already been run.

* Compute n1, n2, and n3 (the different node responses).
RECODE Resp (0=0) (1 thru Highest=1) INTO n1.
EXECUTE.
RECODE Resp (0=SYSMIS) (1=0) (2 thru Highest=1) INTO n2.
EXECUTE.
RECODE Resp (2=0) (3=1) (Lowest thru 1=SYSMIS) INTO n3.
EXECUTE.

* Restructure data so row for every item_node combo.
VARSTOCASES

/MAKE tree_resp FROM n1 n2 n3
/INDEX=Node(tree_resp)
/KEEP=ID Age SubGen RespGen Item Dim Resp RespDi
/NULL=KEEP.

* Create item_node identifier.
STRING Item_Node (A20).
COMPUTE Item_Node=CONCAT(RTRIM(Item),"_",RTRIM(Node)).
EXECUTE.

spirit response = tree_resp/id = ID/items = Item_Node/cov = RespGen/theta = YES.

Open practices
The Open Material badge was earned because supplementary material(s) are available on the journal’s web site.

Citation
DiTrapani, J., Rockwood, N., & Jeon, M. (2018). Explanatory IRT analysis using the SPIRIT macro in SPSS. The Quantitative

Methods for Psychology, 14(2), 81–98. doi:10.20982/tqmp.14.2.p081
Copyright © 2018, DiTrapani, Rockwood, and Jeon. This is an open-access article distributed under the terms of the Creative Commons Attribution
License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) or licensor are credited and that

the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which

does not comply with these terms.

Received: 02/11/2017∼ Accepted: 12/02/2018

The Quantitative Methods for Psychology 982

http://www.tqmp.org
http://crossmark.crossref.org/dialog/?doi=10.20982/tqmp.14.2.p081
https://osf.io/tvyxz/wiki/
http://www.tqmp.org/RegularArticles/vol14-2/p081/p081.zip
https://dx.doi.org/10.20982/tqmp.14.2.p081

