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Introduction

Item response theory (IRT) is a modeling framework used to model responses to scale or test items that are categorical. Since one of the goals of item response modeling is often to acquire measures of person ability, it has historically been used extensively for education research. However, IRT methods have been applied to other situations where discrete behavioral data are present, such as with scale responses in psychological research or with behavioral outcomes in public health disciplines. IRT analyses have been applied to settings as diverse as the measurement of computer anxiety (King, Bond, & Blandford, 2002), the variability of water repellency in fire-affected soils (Bodi et al., 2013), and the investigation of gender by item interactions on reading comprehension exams (Schwabe, McElvany, & Trendtel, 2015). Public health and clinical psychology researchers also commonly utilize item response models. Aggen, Neale, and Kendler (2005) provide an example of how IRT models can be used to analyze Diagnostic and Statistical Manual of Mental Disorders (DSM) criteria for depression in more beneficial ways, while Hagquist, Bruce, and Gustavsson (2009) present an introduction on scale development using IRT in the field of nursing. Small et al. (2006) utilized IRT models to examine group differences in symptomologies for depressed adolescents. In the domain of dermatology, Nijsten, Unaeze, and Stern (2006) used IRT methods to enhance the effectiveness of a patient questionnaire measuring the impact of Psoriasis. These examples are just a few of the many diverse applications of item response models across various disciplines.

Item response models are often labeled by the number of parameters that characterize each item. This paper focuses on one-parameter logistic (1PL) item response models which, as the name suggests, include only one parameter (the easiness) for each item. Although two- and three-parameter logistic (2PL and 3PL) item response models can be considered as more general versions of the 1PL model, the 1PL model has some practical and theoretical advantages. Because 1PL models contain fewer parameters, they are typically easier to interpret and validate. The simplicity of the 1PL model also facilitates its computational implementation, which can be particularly useful in large-scale applications. Furthermore, the 1PL model is often sufficient for many practical purposes, providing adequate accuracy for many research scenarios. However, there are situations where the additional flexibility of more complex models is needed to accurately capture the underlying measurement process.
ters, less data are needed to obtain accurate parameter estimates. For example, 2PL or 3PL models need hundreds, if not thousands, of respondents before the parameter estimates can be considered trustworthy (Hulin, Lissak, & Drasgow, 1982), while the 1PL estimates can be more reliable with potentially as few as around 100 respondents (Linacre, 1994; Edelen & Reeve, 2007). This added parsimony comes with obvious computation benefits as well; 1PL models are typically quicker to estimate than 2PL (and certainly 3PL) equivalents.

The 1PL model is often referred to as the Rasch model (Rasch, 1960), and we will use these terms interchangeably in this paper. However, some strong proponents of the Rasch model view it as distinct from the general IRT framework due to some fundamental measurement properties that are not shared by other more complex item response models. For example, the Rasch model ensures that all respondents who answer an equal amount of items correctly will finish with identical “scores.” Within the 2PL framework, counterintuitive phenomena can sometimes occur. One such possibility is that a given respondent can have a higher modeled probability of success relative to another respondent on an “easy” item but a lower modeled probability of success relative to the other respondent for a “difficult” item (Wright, 1977). When using the Rasch model, the relative ordering of respondents is modeled to be equivalent regardless of the item being answered.

Motivation

Despite the attractive benefits and flexibility of the 1PL IRT model, it is still not as commonly used in psychological research. Much of the current psychological literature still bases measurement on classical test theory principles, which can be overly simplistic relative to IRT approaches (Embretson & Reise, 2013). Part of this disconnect could be due to researcher apprehension of trying novel analyses within foreign software environments.

Foster, Min, and Zickar (2017) surveyed 343 practitioners in organizational psychology and inquired about IRT usage. Of the 343 respondents, only 30.90% responded saying they use IRT. Of those who did not use IRT, 35.21% admitted to either never having learned the method or finding it too complex. An additional 15.65% mentioned that software being too expensive was the main reason why they did not attempt to utilize item response models.

Currently, there are dozens of software packages that can estimate 1PL IRT models. Many options are packages within R, such as itm (Rizopoulos, 2006), mirt (Fox, 2007), eRm (Mair & Hatzinger, 2007), mirt (Chalmers, 2012), FLIRT (Jeon, Rijmen, & Rabe-Hesketh, 2014), and TAM (Kiefer, Robitzsch, & Wu, 2016). Other options include software specifically programmed for IRT, such as BILOG (Zimowski, Muraki, Mislevy, & Bock, 1996), IRTPRO (Cai, Thissen, & du Toit, 2011), flexMIRT (Houts & Cai, 2013), ConQuest (Adams, Wu, & Wilson, 2015), and Winsteps (Linacre, 2016). These options are excellent for IRT, but they can often be expensive or intimidating for those using IRT for the first time.

Other options include more general statistical software that can be adapted to run item response models, such as SAS PROC NLmixed (SAS Institute Inc., 2015), the glamm package within Stata (Rabe-Hesketh, Skrondal, & Pickles, 2004), the R package lme4 (Bates, Mächler, Bolker, & Walker, 2015; De Boeck et al., 2011), and Mplus (Muthen & Muthen, 1998-2011). These options are all powerful and flexible in the models they can fit. However, they were not made specifically with IRT in mind, meaning they provide output that may be difficult for the common practitioner to interpret in the context of IRT. The packages are very broad in scope, resulting in output that may contain vocabulary inconsistent with the common IRT literature.

This paper presents a new, more accessible option to fit IRT models for researchers familiar with the popular SPSS software (IBM Corp., Released 2013). The newly-developed SPIRIT macro allows practitioners to use the convenient point-and-click interface available in SPSS to quickly and easily fit a wide variety of one-parameter item response models. The hope is that this macro will allow these valuable models to be more accessible to the general research and teaching community by putting them in the SPSS environment that is comfortable and familiar to many researchers.

We begin by detailing 1PL item response models before providing an overview of the SPIRIT macro. Following, we present three example analyses that demonstrate how to formulate item response models to address substantive research questions, as well as how to fit these models using the point-and-click SPSS interface for SPIRIT. The corresponding syntax is provided in the appendix.

1PL Item Response Models

IRT models are typically fit to dichotomous or polytomous item responses. Items in which the response options consist of only two categories are referred to as dichotomous items, which are commonly used in educational and cognitive testing (e.g., correct vs. incorrect) and behavioral checklists (e.g., displays symptom vs. does not display symptom). Items in which the response options consist of more than two categories are referred to as polytomous items. Within social and behavioral science research, a common type of polytomous item is a Likert-scale item, such as when respondents express their agreement with a given statement on a 5-point scale. Here we describe the 1PL IRT model for dichotomous items. Later, when
When we present some example analyses, we will demonstrate a method for extending the model to include polytomous items.

If \( Y_{ip} \) is defined as the (dichotomous) response by the \( p \)-th (\( p = 1, \ldots, P \)) respondent on the \( i \)-th (\( i = 1, \ldots, I \)) item, we can model \( Y_{ip} \) with a 1PL model as

\[
Y_{ip} \sim \text{Bernoulli}(\pi_{ip}),
\]

\[
\log \left( \frac{\pi_{ip}}{1 - \pi_{ip}} \right) = \eta_{ip},
\]

where \( \sim \) is read “is distributed as a Bernoulli random variable with probability \( \pi_{ip} \).” A Bernoulli random variable can only take the values of 1 or 0, and the probability of the variable taking the value of 1 is equal to its single parameter, which is \( \pi_{ip} \) here. Following, \( \pi_{ip} \) is the probability of respondent \( p \) providing a response of “1” (a “correct” response) to item \( i \). Symbolically, we can write this as \( Pr(Y_{ip} = 1) = \pi_{ip} \). The \( ip \) subscripts suggest that the probabilities may change depending on both the respondent and the item, and it is this heterogeneity in item response probabilities that we wish to model.

Rather than modeling the probabilities directly, we model a transformation of the probabilities. The term \( \pi_{ip}/(1 - \pi_{ip}) \) corresponds to the odds that person \( p \) responds correctly to item \( i \) and so taking the (natural) log of this term results in the log-odds, or logit. For 1PL models, and consequently all models discussed here, the logit of responding with a “1” is modeled by some linear function, \( \eta_{ip} \), of person and item characteristics. Thus, \( \eta_{ip} \) is on the log-odds scale. We can convert \( \eta_{ip} \) to the odds scale by exponentiating (i.e., \( e^{\eta_{ip}} \)), or to the probability scale using the formula

\[
\pi_{ip} = \frac{e^{\eta_{ip}}}{1 + e^{\eta_{ip}}},
\]

which is known as the logistic function. Each of these transformations is monotonic, meaning that higher values of \( \eta_{ip} \) correspond to both higher odds and higher probability of a “1” response. When we fit our example models in a later section, we will return to these transformations to obtain a better understanding of the substantive meaning of our estimated parameters that form \( \eta_{ip} \).

Although all models discussed here will take the form of Equation 1, there is flexibility in the specification of the linear function \( \eta_{ip} \). To fit the basic 1PL, or Rasch model, \( \eta_{ip} \) is defined as follows:

\[
\eta_{ip} = \beta_i + \theta_p.
\]

Here, \( \beta_i \) corresponds to the fixed item intercept for the \( i \)-th item. Since higher values of \( \beta_i \) correspond with a higher probability of a “successful” response, the intercept parameter can be labeled as a measure of the “easiness” of that specific item. In the IRT literature, the item easiness parameter is often replaced by an item difficulty parameter, which is simply the negative of the easiness parameter, \( -\beta_i \).

The term \( \theta_p \) refers to respondent \( p \)’s latent, or unobserved, trait. Because early developments in IRT stem from educational testing, \( \theta_p \) is often referred to as respondent \( p \)’s “ability”, as a higher value of \( \theta_p \) corresponds to a higher probability of a “successful” response. We use the term “trait” instead, since the model may be applied to other types of item responses beyond testing. The latent \( \theta_p \) values are assumed to be sampled from a normal distribution with a mean of zero and variance \( \sigma^2 \). Because \( \theta_p \) is modeled as a random variable, it is referred to as a random effect. From a modeling standpoint, random effects are synonymous with latent variables and we will use these terms interchangeably. The individual \( \theta_p \) values are not actually model parameters, but we can obtain predicted \( \theta_p \) values using a scoring technique, such as EAP or MAP, after estimating the item intercepts and \( \sigma^2 \).

Person and/or item covariates, as well as multiple latent variables, can be included as additional variables in the \( \eta_{ip} \) term, allowing for a highly flexible model that can be used to address interesting substantive research questions. We provide examples of these extensions in a later section. First, we describe the SPIRIT macro and its capabilities.

The SPIRIT Macro

The SPIRIT macro allows researchers to conduct 1PL analyses through the typical SPSS point-and-click and/or syntax interfaces without any external software add-ons. It is freely available and easily implemented in SPSS versions 21-24. The macro takes advantage of the fact that 1PL item response models can be formulated within the generalized linear mixed model (GLMM) family (e.g., Rijmen, Tuerlinckx, De Boeck, & Kuppens, 2003; De Boeck et al., 2011). As De Boeck et al. (2011) describe, these models fall within the GLMM framework because they contain a link function (e.g., the logistic link) and a linear component (\( \eta_{ip} \)) that is a function of both fixed effects (e.g., \( \beta_i \)) and random effects (e.g., \( \theta_p \)). Therefore, the macro utilizes the GENLINMIXED function of SPSS.

One of the main advantages of SPIRIT is that the model specification and outputted results are specifically designed in the context of IRT, as even researchers who are moderately familiar with the connections between GLMMs and 1PL models may have trouble interpreting the typical GENLINMIXED output. In addition, the individual person random effect values are not given for each individual (only the variance of this random effect is given in the typical output). However, since SPIRIT was designed speci-
cally for IRT analyses, the output gives the item parameters and predicted person latent variable estimates.

SPIRIT can be used to fit a large variety of item response models, including the basic 1PL (or Rasch) model, latent regression (Adams, Wilson, & Wang, 1997), linear logistic test model (LLTM; Fischer, 1973), multidimensional models, multigroup models (where the distribution mean and variance of the random effect differs by group membership), and models exploring differential item functioning (DIF) for dichotomous responses. It can also execute rating scale models for polytomous response data (Andrich, 1978). SPIRIT is flexible in that the user can mix and match from the above model options, leading to potentially complex models that can address a variety of substantively interesting research questions.

Like most item response software, SPIRIT is flexible in its handling of missing data. Missing item responses, which may result from the use of computerized adaptive testing or other scenarios where respondents are only exposed to a subset of items, pose no serious challenges, as long as the missingness is assumed to occur at random or completely at random. More sophisticated approaches would need to be applied if the missingness was not due to randomness, such as a respondent purposefully skipping questions (De Boeck & Partchev, 2012). For models that include person covariates, respondents that have missing values on the covariates are excluded from the analysis, as the response probabilities are modeled as conditional on these unknown values.

An optional feature of the macro is the calculation of item (infit, outfit, Iz; Wright & Masters, 1982; Drasgow, Levine, & Williams, 1985), and person (Iz) fit statistics.2 SPIRIT also has the ability to plot the item characteristic curves and information functions for all items when a basic 1PL model is specified. The SPIRIT User Guide, which comes with the macro, provides information on data requirements, installation instructions, and detailed descriptions of the specific options of the macro. An overview of several pertinent requirements and properties of SPIRIT is provided in Appendix A.

Illustration

This section contains several examples of item response analyses conducted using SPIRIT. The models of interest include the basic 1PL model, an explanatory model with person and item covariates, and a model with a polytomous item response variable. For each, the model specification within SPIRIT and the interpretation of the results is provided.

Data

Throughout this section, models will be fit to a dataset of simulated responses to a scale that attempts to measure a child's level of attention-deficit/hyperactivity disorder (ADHD). This simulated dataset is based on a real data that was accessed through the National Database for Autism Research (NDAR). The size and format of the generated dataset is identical to that of the actual dataset, as are the basic conclusions from data analyses. We decided to use a simulated dataset to be able to publicly share the data, allowing readers to directly follow along with the following illustrations on their own computers.

The simulated dataset contains responses from 234 respondents to 18 different items. Each of the items come from the ADHD Rating Scale-IV: Home Version (DuPaul et al., 1998), which consists of items that correspond to specific symptoms of ADHD as noted in the DSM-IV. This scale was given to a parent or guardian of each child, and each of these respondents were asked to report on the severity of their child's symptoms. Some examples of items from this scale are to report how often the child “fidgets with hands or feet or squirms in seat” or “does not seem to listen when spoken to directly.” The answer to each item ranged from “Never or Rarely” (0) to “Very Often” (3). Each item response was also dichotomized, such that a response of 2 or 3 was coded as a “1,” which suggests that the child frequently displays that item's symptom. An original response of 0 or 1 was coded as a “0,” suggesting that the specific symptom is not prevalent for that child.

Information on the child and respondent is also present in the dataset. This includes the age (in months) and gender of the child as well as the gender of the respondent. Age is mean-centered for interpretability purposes. Dimensionality is also expected to be present in the data (DuPaul et al., 1998). Specifically, there are nine items that intend to measure the level of “Inattention” symptoms present in a child (such as the second item presented earlier), and nine items attempting to measure the “Hyperactivity-Impulsivity” level of a child (such as the first item given earlier).

An example of how this dataset looks is shown in Table 1. The data must be presented in long form in order for the SPIRIT macro to be used. Therefore, there are multiple rows for each respondent. In Table 1, the three rows being presented correspond to the responses on items 1, 2, and 3 by respondent 1.

In the dataset, the “SubGen” variable denotes the gender of the child ("M" = Male, "F" = Female) and the “RespGen” variable corresponds to the gender of the respondent. The “Item” variable is an indicator variable denot-
ing which item is being answered, and “Dim” is the dimension corresponding to that specific item (“I” for Inattention and “H” for Hyperactivity). Finally, “Resp” is the actual response given (ranging from 0 to 3), and “RespDi” is the dichotomized response (0 or 1).

**Example Models**

Several types of IRT models can be fit using SPIRIT, many of which are applied to dichotomous outcome variables (such as the “RespDi” variable described in the ADHD dataset). To fit the basic 1PL model described earlier using SPIRIT, the user must specify the response variable in the “Response Variable” box (“RespDi” in this example), the item variable in the “Items” box (“Item” in this example), and the ID variable in the “ID” box (“ID” in this example). See Figure 1 for a screenshot of how this model is specified. It is also possible to obtain the individual predicted $\theta_p$ values in the output by clicking the “Theta Values” option. The “Fit Statistics” and “Plots” options are available for this basic 1PL model only. All of the output is supplied in the typical SPSS output window. For this example, each individual $\theta_p$ score can be interpreted as the predicted severity of ADHD behaviors for that particular reporter/child pair relative to the other reporters/children in the data.

Relative to other possible models that can be estimated using SPIRIT, this basic 1PL model is quite simple. Two more complicated models will now be explored to illustrate SPIRIT’s flexibility. Descriptions of other possible models are illustrated in DiTrapani (2016) and the SPIRIT User Guide, which can be found by clicking the “Help” button in the SPIRIT interface.

**Explanatory Model Example**

In addition to models designed specifically for measurement, the SPIRIT macro can be used to estimate item response models designed to answer substantive research questions. One approach is to use SPIRIT’s ability to include person and item covariates to investigate associations between the covariates and the scale’s item responses. This type of item response modeling is often termed *explanatory IRT* (De Boeck & Wilson, 2004). The explanatory model is identical in structure to the basic 1PL described in Equation 2. Now, however, the $n_p$, linear term can be extended to include coefficients corresponding to particular item or person covariates (as well as more complicated terms such as interactions between covariates).

As an illustration using the simulated ADHD dataset, perhaps we are interested in whether or not Hyperactivity, or “H” behaviors, and Inattention, or “I” behaviors, are reported at different rates. This question could be of interest to psychologists who are curious about the respondents being sampled or to psychometricians who want to learn more about how this particular scale tends to be answered. To address this question, we can include the item type (“H” or “I”) as an item covariate in the model.

Suppose we are also interested in whether male or female reporters (fathers and mothers of the child, in most cases) tend to be more or less likely to report ADHD-related behaviors. Previous research has suggested that there may be discrepancies between how parents rate their children. Seiffge-Krenke and Kollmar (1998) shows that although mother and father ratings are correlated, fathers tended to be less likely to rate their children as having problem behaviors. A meta-analysis of 60 studies assessing behavioral problems in children found this same effect (although it was relatively small here); mothers were more likely to report behavioral problems than fathers (DuHig, Renk, Epstein, & Phares, 2000). In the context of ADHD rating scales, Sollie, Larsson, and March (2012) also concluded that fathers were less likely to report ADHD behaviors in their children.

Knowledge of differences in the way mothers and fathers report symptoms could impact how treatment is developed for a given child, or how ADHD measurements are interpreted. The sex of the reporter can therefore be included as a person covariate into the model to investigate this research question. The effect of this covariate quantifies the overall average difference between the tendency for mothers to report ADHD symptoms relative to fathers, holding everything else constant.

Interactions between covariates can also be added to answer more specific questions. For example, we can include an interaction between (mean-centered) age of the child (in months) and the type of the item. This interaction investigates whether the effect of child age on a “successful” reported response changes depending on the type of item. In other words, does the age of a child relate to “H” items differently than “I” items? This may be of interest to researchers since this term would examine what explanatory role child age plays for both dimensions sep-

### Table 1: First three rows for the generated ADHD dataset in long form.

<table>
<thead>
<tr>
<th>ID</th>
<th>Age</th>
<th>SubGen</th>
<th>RespGen</th>
<th>Item</th>
<th>Dim</th>
<th>Resp</th>
<th>RespDi</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16.54</td>
<td>F</td>
<td>F</td>
<td>p_c_adhdrs_1</td>
<td>I</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>16.54</td>
<td>F</td>
<td>F</td>
<td>p_c_adhdrs_2</td>
<td>H</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>16.54</td>
<td>F</td>
<td>F</td>
<td>p_c_adhdrs_3</td>
<td>I</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>
Figure 1  How to specify the basic 1PL model in SPIRIT.

arately. This phenomenon would be similar in nature to DIF, since two subsets of items behave differently depending on a characteristic of the child (age, in this case).

The proposed model is a form of a linear logistic test model (LLTM; Fischer, 1973), which is designed to explain individual item intercepts using item covariates. Therefore, there is not a separate intercept/easiness for every item but instead an equivalent intercept/easiness for entire subsets of items (i.e., for this example all “H” items have the same intercept/easiness). Since the basic version of this model treats all items within a subset as equivalent, which may be an unrealistic assumption, an extension can be made that includes a random error term for each specific item, which acts as an item-level residual.

The only difference between the basic 1PL model and the explanatory model is the structure of the linear term, $\eta_p$. In the basic model, $\eta_p$ is only a function of the person and item effects ($\theta_p$ and $\beta_i$). The $\eta_p$ term is more complicated for the explanatory model, as it contains the person and item covariates. Specifically, it is now

$$\eta_{ip} = \beta_0 + \beta_1(H_i) + \gamma_1(Male_p) + \gamma_2(Age_p) + \delta(H_i \times Age_p) + \theta_p + \epsilon_i.$$

Here, $H_i$ equals 1 for all “H” items and 0 for all “I” items. As a result of this parameterization, $\beta_0$ corresponds to the “easiness” of an “I” item being endorsed/reported (when all other predictors equal zero), and $\beta_1$ corresponds to the difference in easiness values for all “H” items relative to “I” items for children of average age, holding all other variables constant. Higher “easiness” estimates here suggest that items are reported relatively more often. $\gamma_1$ can be interpreted as the difference between male and female reporters in how likely a response of “1” is reported, and is positive if male reporters tend to respond with a “1” more often than females (this gender difference is constrained...
by the model to be equivalent across both “I” and “H” items. \(\gamma_2\) is the regression coefficient for the effect of the age of the child on the probability of a “1” response to “I” items. Finally, \(\delta\) is the interaction effect between a child’s age and the type of item being responded to; specifically, this parameter would be positive if the effect of age on reported symptoms is higher for “H” items than for “I” items. With this parameterization, \(\gamma_2\) can be interpreted as the regression coefficient of age specifically for “I” items, and \(\gamma_2 + \delta\) can be interpreted as the coefficient of age for “H” items, since the \(\delta\) term is only present when \(H_i = 1\).

The \(\theta_p\) and \(\epsilon\) values are the random effect terms for the explanatory IRT model. The person random effect, \(\theta_p\), is the residual term for person \(p\) after controlling for the person covariate effects of the model. These values are assumed to be sampled from a normal distribution with a mean of zero and a variance of \(\sigma^2\). \(\epsilon\) is the error term for the specific item being responded to. It can be interpreted as item-specific residuals after item covariates have been controlled for. These item random effects are also assumed to come from a normal distribution with a mean of zero and a variance of \(\sigma^2\). Treating item effects as random is a somewhat unconventional approach in IRT modeling, but it is particularly useful when used in a model containing item covariates. This is an example of a random-item LLTM in which the random effects are cross-classified rather than nested (De Boeck, 2008; Janssen, Schepers, & Peres, 2004).

Specifying this model is straightforward using SPIRIT’s point-and-click interface. Figure 2 shows how to set up the model. Since the “Item” variable is being treated as a random effect in this model, it is actually necessary to leave the “Items” box blank and to place the “Item” variable in the “ID” box.3

The “Covariates” box is where the fixed effects of interest are included. For this model, this includes an intercept column. SPIRIT does not automatically include an intercept, so if a global intercept/easiness (\(\beta_0\)) is desired, it must manually be included as a covariate in the model. The intercept is important to include here because if it is not added, SPIRIT will calculate a separate easiness estimate for both “I” and “H” items. This would not allow us to directly test the effect of “H” items relative to “I” items. When this \(\beta_0\) approach is used, one of the item types becomes a reference group, and the difference between the two item groups can be assessed with the \(\beta_1\) coefficient. The interpretation of this \(\beta_1\) parameter is identical to that of a regression coefficient for a categorical predictor in a typical regression model.

To manually create the global intercept, a new numeric variable must be created that simply equals “1” for all rows of the dataset. In this example, the created variable is named “Int” (the name of the variable can be named arbitrarily, as long as it is equal to “1” across all rows). This should be the first variable listed in the “Covariates” box. By manually creating a variable that is a vector of all “1’s”, we are able to trick SPSS into making that predictor act like a global intercept.

The covariates box for this model includes another manually created variable, “DimH.” This column equals 1 for all “H” items and 0 for all “I” items. Creating the variable in this manner allows us to test the difference between the probabilities of endorsing “I” items and “H” items.

The last variable that must be created manually is a variable that is used to test the interaction between child age and item type. We will call this variable “D”; it will be equal to “DimH” \(\times\) “Age.” Therefore, this variable will equal 0 for all responses to I items, since DimH equals 0 for these items. For H items, the covariate will equal the child’s age. Including this variable in the covariates box will allow us to examine whether the effect of H vs. I items changes as a function of age. SPSS syntax demonstrating how to construct these new variables using the original simulated ADHD dataset is provided in Appendix B.

In addition to these variables, the sex of the reporter and the mean-centered age of the child are also included in the covariates box. As Figure 2 shows, the final covariates box should include the Int, Age, D, RespGen, and DimH variables. For this model, we are not interested in any of the optional commands listed in the bottom left of the interface.

The SPIRIT output gives the variance estimates for both the person and item random effects, as well as estimates for all fixed effects. The estimated variance for the person residuals is 3.415 (SE = 0.405), while the variance estimate for the item error term is 0.311 (SE = 0.123). The “Fixed Effects” table shows the estimates for the explanatory intercepts and coefficients of interest. These estimates are displayed in Figure 3.

The global intercept is estimated to be \(-0.555\) (SE = 0.239), which is on the log-odds scale since a logistic link function was used. This easiness estimate suggests that for a child with an average age, average reported ADHD behaviors (\(\theta_p = 0\)), and being reported by a typical Inattention item \((\epsilon_i = 0)\) by a female reporter, \(\eta_{ip} = -0.555\). As described previously, a value on the logit scale can be transformed to the probability scale. Using this conversion, the estimated probability of having a response of “1” to a typical Inattention item for this individual is

\[
\pi_{ip} = \frac{e^{-0.555}}{1 + e^{-0.555}} = 0.365.
\]

The difference between the easiness estimates of Hy-
peractivity (H) items relative to Inattention (I) items is estimated to be -0.776 (SE = 0.277). Following, the predicted probability of a “1” on an average “H” item with a female reporter of an average-aged child with average ADHD reported symptoms is 0.210, which corresponds to an $\eta_p$ value of $-0.555 - 0.776 = -1.326$. It can also be concluded that, for children of an average age, the probability of endorsing the item statement is significantly higher for “I” items relative to “H” items, since the effect of the DimH estimate is negative and significant at the 5% level ($p = 0.005$).

The effect for the sex of the reporter is also included in the “Fixed Effects” output. Here, the sex difference is estimated to be -1.006 (SE = 0.332), suggesting that males tend to be less likely to report ADHD behaviors in their children. This echoes the findings from previous mother-father reporter comparisons, within the context of ADHD rating scales as well as other behavioral scales. Because the effect is in logits, we can exponentiate the term, $e^{-1.006} = 0.366$, to transform the coefficient to the odds scale. This suggests that males are estimated to be only 0.366 times as likely to report ADHD behaviors in their children relative to their female counterpart. The $\gamma_2$ effect for child age is not statistically significant here, as the estimated coefficient is -0.002 ($p = 0.648$). Note here that this estimate is specifically the effect of age for “I” items, as described earlier.

The interaction term between child age and item type was found to be statistically significant in the negative direction ($\delta = -0.012, p < 0.001$). This finding implies that child age interacts negatively with Hyperactivity (H) items relative to Inattention (I) items. More specifically, the estimate of the effect of age for “H” items is $\gamma_2 + \delta = -0.002 - 0.012 = -0.014$. Although there is no specific hypothesis test here that explicitly examines whether this -0.014 es-
mate is significantly different from zero, we do have statistical evidence that the effect of age is more negative for “H” items than “I” items. This would suggest that there are very little age differences in responses to “I” items, but that there is a much more negative effect of age for “H” items: the older a child’s age, the less likely he or she tends to be reported to have Hyperactivity symptoms. From this analysis, we can conclude from this simulated data that male reporters/guardians tend to be less likely to report child ADHD symptoms, that “H” behaviors tend to be reported less frequently than “I” items, and that the effect of age is more negative for “H” behaviors relative to “I” behavior items. This implies that for “H” items, older children are less likely than younger children to have reported ADHD symptoms (i.e., the effect of age is negative). However, no such age association exists for “I” items, resulting in the interaction effect. Although the conclusions from the simulated dataset matches those found using the real data, we intend for these findings to be used for illustrative purposes only.

**IRT Tree Model Example**

The SPIRIT macro can also fit IRT models for polytomous (ordinal) response variables. One traditional model that SPIRIT can run is the rating scale model (Andrich, 1978), which can be viewed as a constrained polytomous item response model in which the distances between an item’s threshold parameters are constrained to be equal for all items in the dataset. This analysis can be performed using SPIRIT by specifying “Multinomial” in the “Distribution” box in the point-and-click interface.

SPIRIT can also fit a variety of item response trees, or “IRTrees” (e.g., De Boeck & Partchev, 2012; Jeon & De Boeck, 2015), which can flexibly model polytomous data. One specific application of IRTrees that investigates polytomous responses in a unique way will be highlighted here. This model treats an ordinal outcome variable as a sequence of dichotomous outcomes; for example, using the ADHD dataset where the possible responses were 0, 1, 2, or 3, a response of “1” corresponds to the respondent first answering greater than 0 (i.e., a response of 1, 2, or 3 instead of exactly 0). Then, given that he/she did not answer with a zero, it is assumed that the respondent then answers with a 1 (i.e., exactly 1 instead of greater than 1). This conceptualization implies that the item response process is a function of sequential choices that the respondent makes. This conceptualization is similar to that of the sequential IRT model (Tutz, 1990). A tree diagram that visually depicts this process is shown in Figure 4. Thinking about ordinal responses in this manner allows for the estimation of item parameters that cannot typically be assessed using traditional IRT approaches. If the sequential IRTree model is fit to the ADHD data, every item will have three item parameters that reflect this sequential process; one corresponds to the probability that a respondent chooses a response greater than “0” versus exactly “0”, the next involves the probability that a respondent answers exactly “1” versus greater than “1”, given that the response is already greater than “0”, and so on. It therefore allows researchers to model polytomous data with software that can only handle dichotomous responses.

Since any ordinal response can be thought of as a series of dichotomous, sequential outcomes, the response can be modeled with a logistic model, making it executable within SPIRIT. This structure can be interesting from a researcher’s perspective because it inherently hypothesizes

---

**Figure 3** Fixed effect estimates given in the output from the explanatory model described here.

<table>
<thead>
<tr>
<th>Effect</th>
<th>Beta</th>
<th>Std Error</th>
<th>t</th>
<th>Sig.</th>
<th>95% Confidence Interval Lower</th>
<th>95% Confidence Interval Upper</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>-.002</td>
<td>.0052</td>
<td>-.457</td>
<td>.648</td>
<td>-.013</td>
<td>.008</td>
</tr>
<tr>
<td>D</td>
<td>-.012</td>
<td>.0032</td>
<td>-3.849</td>
<td>.000</td>
<td>-.019</td>
<td>-.006</td>
</tr>
<tr>
<td>DimH</td>
<td>-.776</td>
<td>.2766</td>
<td>-2.807</td>
<td>.005</td>
<td>-1.319</td>
<td>-.234</td>
</tr>
<tr>
<td>F</td>
<td>.000</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>Int</td>
<td>-.555</td>
<td>.2394</td>
<td>-2.319</td>
<td>.020</td>
<td>-1.024</td>
<td>-.086</td>
</tr>
<tr>
<td>M</td>
<td>-1.008</td>
<td>.3322</td>
<td>-3.030</td>
<td>.002</td>
<td>-1.858</td>
<td>-.366</td>
</tr>
</tbody>
</table>
that each response is actually a function of the specific sequential process being modeled. By modeling this process using IRTrees, the fitted model can be used to assess the plausibility of the particular hypothesized response process. Other examples of hypothesized processes that IRTrees can examine are the potential differentiation of fast and slow intelligence (Partchev & De Boeck, 2012; Di-Trapani, Jeon, De Boeck, & Partchev, 2016) and the possible presence of individual extreme response styles on Likert scales (e.g. Böckenholt & Meiser, 2017).

To fit the sequential IRTree model in SPIRIT, the data must manually be altered such that each ordinal response can be described as a series of dichotomous outcomes. Each of these dichotomous scenarios are denoted as “subtrees”, which consist of “nodes” and “branches.” In Figure 4, each circle in the tree represents a node, and the two lines coming out of the nodes represent the two branches, or possible outcomes, for that specific node. For example, from the earlier illustration, an ordinal response of “1” must be extended in the dataset such that the respondent “successfully” answered with a “1” at node 1 (meaning the observed ordinal response was greater than 0; this is synonymous with saying that the “right branch” was selected at node 1), and then “unsuccessfully” at node 2 (meaning that the observed ordinal response was exactly 1 and not greater than 1; the “left branch” was selected at node 2). Since the example dataset contains an ordinal variable with 4 possible outcomes, there should be 3 nodes ("0" vs. greater than "0", "1" vs. greater than "1", and "2" vs. "3"). Not every response interacts with every node. For example, a response of “1” is only a function of nodes 1 and 2. Table 2 details how each of the four possible responses would be recoded in terms of the three nodes and Table 3 shows how a response of “1” would appear in the dataset. There is now a row for every item and node combination, so three rows per item response for the ADHD dataset. Once this format is obtained, the SPIRIT macro can be used to fit the model.

Within the new dataset, the response variable now corresponds to the response of respondent \( p \) to node \( d \) of item \( i \), \( Y_{idp} \). The sequential model follows a similar form as the models introduced earlier, except the linear term, \( \eta \), now includes a \( d \) subscript to indicate the node. For this model, we model the linear function as

\[
\eta_{idp} = \beta_{id} + \gamma_1(Male_p) + \theta_p,
\]

where \( \beta_{id} \) corresponds to the intercept/easiness for each item-node combination. That is, rather than estimating one intercept for each item, as in the first example, we now have \( I \times D \) intercepts, where \( I \) is the number of items and

---

1SPSS syntax for appropriately transforming the ADHD data is provided in Appendix B.
Table 2 How responses must be recoded for a sequential model to be implemented. For example, a response of “2” must be recoded as a “1” on nodes 1 and 2, and a “0” on node 3.

<table>
<thead>
<tr>
<th>Resp</th>
<th>Node 1</th>
<th>Node 2</th>
<th>Node 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3 Three rows corresponding to a response of “1” in the form needed for the sequential model.

<table>
<thead>
<tr>
<th>ID</th>
<th>Age</th>
<th>SubGen</th>
<th>RespGen</th>
<th>Item</th>
<th>Dim</th>
<th>Node</th>
<th>Item_Node</th>
<th>Resp</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16.54</td>
<td>F</td>
<td>F</td>
<td>1</td>
<td>1</td>
<td>n1</td>
<td>1_n1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>16.54</td>
<td>F</td>
<td>F</td>
<td>1</td>
<td>1</td>
<td>n2</td>
<td>1_n2</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>16.54</td>
<td>F</td>
<td>F</td>
<td>1</td>
<td>1</td>
<td>n3</td>
<td>1_n3</td>
<td>NA</td>
</tr>
</tbody>
</table>

$D$ is the number of nodes in the tree. Here, there will be $D = 3$ item parameters estimated for each of $I = 18$ items. The respondent’s sex is included as a covariate with corresponding effect $\gamma_1$ and so $\theta_p$ is a person residual term that captures between-person variation not explained by sex.

Besides the addition of the reporter sex covariate, the important difference between this model and the basic 1PL model is that the response variable and intercepts now correspond to particular item/node combinations. Therefore, to fit this model in SPIRIT, the new response variable is provided for the “response” option and the “item” option must be filled with the `Item_Node` variable to allow for a separate intercept for every item/node combination. The id, covariate, and other options are all treated as before. Here, a sequential model is fit using the generated ADHD dataset, with the reporter sex included as a person covariate. A screenshot of how this model is specified within SPIRIT is shown in Figure 5.

The output contains the estimate for the effect of the reporter being male, as well as 54 item intercepts (one for each item/node combination). As in the earlier example model, the male reporter effect is significantly negative, with an estimate of -1.060 ($SE = 0.313, p = 0.001$). The estimate for the random effect variance is 3.416. SPIRIT can also provide the predicted residual $\theta_p$ values for each individual (notice the “Theta Values” box was checked in Figure 5). Figure 6 displays the person residual values for several individuals. We can conclude from this model that the reporter sex effect found in the earlier example explanatory model is also evident when treating the responses as ordinal.

The sequential model allows for users to model ordinal responses in an intuitive manner using a logistic link function. It also provides item easiness parameters at every item/node combination, which give subtly different information about an item than item parameters from a rating scale model. For example, the item response tree model described here would estimate three separate intercepts for item 1: 1.530, -0.545, and -1.675. The 1.530 estimate corresponds to the likelihood that a typical female respondent responds to item 1 with something greater than “0” relative to exactly “0”. In other words, responding with a “0” is somewhat unlikely for this item. The second intercept/easiness, -0.545, gives the tendency for this item to be responded to as a “2” or “3” (instead of a “1”), given that the response is not a zero. And finally, the -1.675 estimate represents the chances that a “3” is reported instead of a “2,” conditional on the response not being “0” or “1.” We can see from these estimates that a zero is relatively unlikely, but the higher values of “3” and “2” are somewhat unlikely as well.

This model provides flexibility that the rating scale model (SPIRIT’s other polytomous item response model) cannot. The rating scale model constrains every item’s intercepts to have equal distance from one another, while the sequential IRTree does not. Notice that for the aforementioned item 1, the “distance” between the first and second estimates (1.530 and -0.545) is 2.085. In the rating scale model, this distance between parameters is constrained to be constant across all items, such that the first two intercepts for item 2 (and 3, and 4, and so on) would also have to be exactly 2.085 apart. The sequential IRTree alleviates this constraint and flexibly estimates different intercepts for every item.\(^3\) Note that other IRT models such as the graded response model or partial credit model do not have this constraint either, but they are currently not available on SPIRIT. However, these existing polytomous models cannot perform the specific multidimensionality options de-

\(^3\)The intercepts/thresholds from the rating scale model carry a slightly different meaning as well. See the User Guide for an explanation on SPIRIT’s rating scale model.
scribed in the next paragraph.

IRTrees are very flexible in the types of models that can be run and the types of questions that can be answered. In the above illustration, it is assumed that each “node” is dependent on one person trait: in other words, the probability of a child being scored as greater than “0” (node 1) is dependent on the same person trait that is related to nodes 2 and 3. This constraint can be alleviated, such that each respondent would actually have three different person traits: one for each node. These three dimensions would provide person-specific tendencies that correspond to each of the unique nodes. For example, each respondent would have a “node 1” trait, which can be interpreted as that reporter’s tendency to respond with greater than “0” relative to exactly “0,” and so on. This would be an example of a multidimensional model, where each node is a unique dimension. This extension of the sequential model can easily be specified on SPIRIT by putting the “Node” variable into the “Dim” option on the point-and-click interface.\(^5\)

**Discussion**

The SPIRIT macro, which has the capacity to run a multitude of 1PL item response models in SPSS, has been introduced. Using an applied dataset containing generated ADHD scale responses, multiple IRT models have been presented that demonstrate how the SPIRIT macro can be used effectively. It should be emphasized that the IRT framework is not limited to the models illustrated here; SPIRIT allows for a flexible, broad array of potential models, such as basic 1PL models, models with item and/or person covariates, multidimensional IRT models, DIF models, multi-group models, rating scale models, IRTree models, and any

---

\(^5\)This more complex model does not converge with the provided simulated dataset. Advanced multidimensional models such as this one often require a larger sample size.
Figure 6 Random effect person estimates calculated from the IRTree model described here.

<table>
<thead>
<tr>
<th>ID</th>
<th>Theta</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.66</td>
</tr>
<tr>
<td>2</td>
<td>-2.50</td>
</tr>
<tr>
<td>3</td>
<td>-2.60</td>
</tr>
<tr>
<td>4</td>
<td>-2.96</td>
</tr>
<tr>
<td>5</td>
<td>1.94</td>
</tr>
<tr>
<td>6</td>
<td>1.23</td>
</tr>
<tr>
<td>7</td>
<td>1.64</td>
</tr>
<tr>
<td>8</td>
<td>-2.13</td>
</tr>
<tr>
<td>9</td>
<td>-0.68</td>
</tr>
<tr>
<td>10</td>
<td>1.37</td>
</tr>
<tr>
<td>11</td>
<td>-0.42</td>
</tr>
<tr>
<td>12</td>
<td>-1.67</td>
</tr>
<tr>
<td>13</td>
<td>-2.05</td>
</tr>
<tr>
<td>14</td>
<td>-0.44</td>
</tr>
<tr>
<td>15</td>
<td>2.52</td>
</tr>
<tr>
<td>16</td>
<td>1.18</td>
</tr>
<tr>
<td>17</td>
<td>-3.40</td>
</tr>
<tr>
<td>18</td>
<td>1.94</td>
</tr>
<tr>
<td>19</td>
<td>1.65</td>
</tr>
<tr>
<td>20</td>
<td>-1.90</td>
</tr>
<tr>
<td>21</td>
<td>-1.61</td>
</tr>
<tr>
<td>22</td>
<td>-3.40</td>
</tr>
<tr>
<td>23</td>
<td>-0.68</td>
</tr>
<tr>
<td>24</td>
<td>-1.14</td>
</tr>
<tr>
<td>25</td>
<td>0.22</td>
</tr>
</tbody>
</table>

The combination of these. The macro’s output provides item parameters, item and person covariate fixed effects, person random effect values (optional), estimated random effect covariance matrices, item and person fit statistics (optional), and other options like item characteristic curves and item information plots. The macro also includes a User Manual that gives detailed instruction for conducting these different analyses. The User Manual can easily be accessed by selecting the “Help” button in SPIRIT’s point-and-click box.

One of the most obvious benefits of SPIRIT is that it provides users with an intuitive point-and-click interface within the familiar SPSS environment. The hope is that researchers who are new to IRT or who are worried about learning IRT-specialized software packages can readily perform IRT analyses using the SPIRIT macro. The macro can also be a great pedagogical outlet for instructors introducing IRT to students who are familiar with SPSS.

The macro also provides useful properties for more experienced users. The PQL estimation method that SPSS uses allows for very rapid estimation, meaning even models with many dimensions can be estimated quickly. For example, a multidimensional IRTree model took just seconds to run in SPIRIT, but took over eight minutes to run in lme4. It is also possible for the estimation of rating scale models for ordinal responses, something that other GLMM software like lme4 (using Laplace estimation) do not currently allow.

An inconvenient feature of the SPIRIT output is the lack of a reliable estimate of overall model fit. Typically, the GENLINMIXED function in SPSS does provide values for AIC and BIC; however, these values are not included in the SPIRIT macro. Since the PQL estimation method is used, these likelihood-based model fit values may be imperfect and therefore not recommended for use (e.g. Van den Noortgate, De Boeck, & Meulders, 2003). A future direction for the macro could be a deeper investigation into the given AIC and BIC values, as well as an exploration into other possible criteria for IRT model fit, such as the $M_2$ statistic, RMSEA for IRT, etc. (Maydeu-Oliveres, 2013).

SPIRIT can also be used to fit IRT models using SPSS syntax, rather than the point-and-click interface described.
Data tools used in the preparation of this manuscript were obtained from the NIH-supported National Database for Autism Research (NDAR). NDAR is a collaborative informatics system created by the National Institutes of Health to provide a national resource to support and accelerate research in autism. Dataset identifiers: DOI 10.15154/1367677. This manuscript reflects the views of the authors and may not reflect the opinions or views of the NIH or of the Submitters submitting original data to NDAR. Correspondence should be sent to: Jack DiTrapani, Department of Psychology, Ohio State University, 1827 Neil Avenue, Columbus, OH 43221, email: ditrapani.4@osu.edu. All authors have read and approved the manuscript in its final form. The authors have no conflicts of interest related to this study and did not benefit from any funding.
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**Appendix A: SPIRIT Setup and Estimation**

**SPIRIT Model Implementation**

1. **Data**: For SPSS to correctly run its GENLINMIXED function, data must be presented in long form. This is true for any GLMM in SPSS, not just the IRT models being presented here. In this data format, every *item response* has its own row, as opposed to wide form data, where every *respondent* has his or her own row. The VARTOCASES function in SPSS can be used to restructure a dataset from wide to long form.

2. **Installation**: To install SPIRIT, the user must download the SPIRIT macro .spd file that contains the point-and-click dialog. The user will then be prompted to “install” the dialog once this file is opened. When it is installed, the user can find the SPIRIT interface within the “Analyze” dropdown from SPSS’s dropdown menu. Once the SPIRIT interface is installed, it will never have to be installed again into that computer.

3. **Output View**: Before any analysis can be run in SPIRIT, the user must turn off SPSS's default “Model Viewer” setting. To do this, simply use the “Edit” dropdown and go to the “Options” button. From there, click on the “Output” tab. Here, there should be an option to switch to a “Pivot Tables” setting for viewing output. This option must be selected for the macro to provide useful output. This change should only need to be made once; “Pivot Tables” will remain the selected option moving forward, even if the user ends the current session. Once this change is made, models are ready to be specified using SPIRIT’s point-and-click approach.

4. **Specification**: Model specification is relatively straightforward. Within the point-and-click interface, there is an option to specify the response variable of the model, the item variable of the model, other person or item covariates that may be included, the person random effect (as well as other potential random effects), a variable that indicates the dimension of a particular response, a variable that indicates the group of a particular respondent, the link function of the model, and the distribution of the response variable. There are also options available for outputting predicted random effect values, fit statistics, and whether or not to save output values into the original dataset. All of these options can be seen in Figure 7. The response variable box is the only box that must be filled with a variable; the other boxes can be filled or left empty, depending on the user’s desired model.

**Model Estimation**

SPSS uses a penalized quasi-likelihood (PQL) approach to estimating GLMMs (Breslow & Clayton, 1993). Methods using quasi-likelihood techniques have been shown to have slightly biased parameter estimates when used in an IRT context (Breslow & Clayton, 1993; Breslow & Lin, 1995). The bias appears to result in fixed effect estimates being less extreme (closer to zero) than they should be, especially when the estimates themselves are much greater or much less than zero. However, this bias does not typically bring substantial practical differences in model interpretation when SPIRIT is used.

---

This file can be obtained by emailing a request to the corresponding author.
Figure 7: The general point-and-click layout for the SPIRIT macro.

Appendix B: SPSS Syntax for Illustrations

**Basic 1PL Model**

Once the ADHD dataset is open (and the SPIRIT macro code has been run), the following SPSS syntax will execute the basic 1PL model.

```
spirit response = RespDi/items = Item/id = ID/theta=YES.
```

**Explanatory Model**

Once the ADHD dataset is opened, the following SPSS code will create the variables necessary to run the explanatory model described in the manuscript. The “spirit” line of code will then run the explanatory model, given that the SPIRIT macro code has already been run.

Compute Int = 1.
Compute DimH = 0.
IF Dim EQ 'H' DimH = 1.

Compute D = DimH*Age.
Variable Level D (Scale).
Variable Level DimH (Scale).

Execute.

spirit response = RespDi/cov = Int Age D RespGen DimH/id = ID Item/theta = NO.

**IRTree Model**

Once the ADHD dataset is opened, the following SPSS code will create the variables necessary to run the IRTree model described in the manuscript. The “spirit” line of code will then run the IRTree model, given that the SPIRIT macro code has already been run.

* Compute n1, n2, and n3 (the different node responses).
  RECODE Resp (0=0) (1 thru Highest=1) INTO n1.
  EXECUTE.
  RECODE Resp (0=SYSMIS) (1=0) (2 thru Highest=1) INTO n2.
  EXECUTE.
  RECODE Resp (2=0) (3=1) (Lowest thru 1=SYSMIS) INTO n3.
  EXECUTE.

* Restructure data so row for every item_node combo.
  VARSTOCASES
  /MAKE tree_resp FROM n1 n2 n3
  /INDEX=Node(tree_resp)
  /KEEP=ID Age SubGen RespGen Item Dim Resp RespDi 
  /NULL=KEEP.

* Create item_node identifier.
  STRING Item_Node (A20).
  COMPUTE Item_Node=CONCAT(RTRIM(Item),"_",RTRIM(Node)).
  EXECUTE.

spirit response = tree_resp/id = ID/items = Item_Node/cov = RespGen/theta = YES.
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