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Introduction
Path analysis (also known as causal modeling) is a multi-

variate statistical technique that is often used to determine

if a particular a priori causal model fits a researcher’s data

well; however, path analysis is “not intended to discover

causes but to shed light on the tenability of the causal mod-

els that a researcher formulates” (Pedhazur, 1997, pp. 769-

770). Although causal models are tested, causation cannot

be implied, since causation can only be inferred through

experimental design. Path analysis is gaining popular-

ity across various fields of research because of its unique

properties of being able to assess the validity of multiple

causal models for a single dataset; to examine “causal” in-

ferences or linkages between variables of interest, includ-

ing examining the predictive power of one predictor vari-

able on more than one criterion variable; and to exam-

ine direct and indirect effects amongst all variables in the

model simultaneously. Path analysis is a powerful statis-

tical technique that can answer many types of research

questions and is commonly employed for generating and

evaluating causal models. This tutorial aims to provide ba-

sic knowledge in employing and interpreting path models,

guidelines for creating path models, and utilizing Mplus to

conduct path analysis. An a priori conceptualmodel of psy-

chological and behavioral antecedents of bulimic sympto-

mology in young adults will be utilized as an example path

model.

Why take the path to path?
Path analysis is an extension of multiple regression but

allows researchers to infer and test a sequence of causal

links between variables of interest. It also allows re-

searchers to examine the relationships between multiple

predictor and criterion variables simultaneously. Path

analysis is also considered a special case of structural equa-

tion modeling (SEM). SEM is a general technique that is

used to generate inferences about measurement error in

latent constructs (psychological constructs that cannot be

measured directly) and causal links between multiple pre-
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dictor and criterion variables (Bollen, 1989b; Kline, 1998).

Similar to regression, this technique operates by examin-

ing the relationship between estimated parameters and

the variance-covariance matrix of observed or latent vari-

ables; however, SEM can be used to derive additional infer-

ences regarding which parameters and how many param-

eters “best fit” the data. Although path analysis operates

under SEM framework, they are distinct analyses and dif-

fer in two ways: Path analysis examines the relationships

between observed variables, not latent variables, and does

not allocate additional error to the path coefficient, since it

assumes that there are no errors in how variables of inter-

est are defined ormeasured, which is similar to regression.

Although path analysis can be utilized to evaluate var-

ious types of conceptual models, it is best to adopt an

a priori conceptual model-testing framework, as it is de-

signed to test and capture multiple complex “causal” re-

lationships between variables of interest. Path analysis is

especially useful to compare a priori models against “gold
standard” models because they can add to current exist-

ing models, a new conceptual model of the phenomenon

can be proposed, or existing theoretical framework can be

tested. Path analysis models represent processes, in which

researchers propose how variables are correlated. Thus,

researchers propose the mechanisms that lead to many ob-

servable phenomena, which is better approached by path

analysis than by multiple regression, since path analysis

can generate many indices of best fit that can be used to

compare multiple models for a single dataset.

In this tutorial, path analysis will be used to test an a
priori model that is based on theoretical framework, Self-
Determination Theory (SDT; Deci & Ryan, 2000), a leading

theory in human motivation, in Mplus (Muthén & Muthén,

2010). This conceptualmodel will be applying SDT to exam-

ine key psychological and behavioral determinants of bu-

limic symptoms in young adult women. More specifically,

the researchers will be examining how the fulfillment (sat-

isfaction) and depletion (frustration) of essential psycho-

logical resources, or psychological needs (e.g., for auton-

omy, competence, and relatedness), may differentially pre-

dict bulimic symptoms in women through two key medi-

ators, endorsement of society’s beliefs about thinness and

obesity and body inflexibility. According to SDT, psycho-

logical needs are universal essential nutriments, which af-

fect an individual’s ability to self-regulate and cope with

everyday life demands andmay render individuals vulner-

able to ill-being if their psychological needs are frustrated

(Vansteenkiste & Ryan, 2013). Need frustration may be

more psychologically depleting than lack of need satisfac-

tion, since frustration may be caused by an environment

that is directly impeding the satisfaction of these needs

and, thus, may be perceived as more controlling. Individ-

uals whose needs are frustrated may engage in unhealthy

compensatory behaviors in order to regain short-term feel-

ings of need satisfaction. Need frustration also renders

individuals vulnerable to endorsing cultural ideals, since

personal resources to reject these ideals are depleted (Pel-

letier & Dion, 2007).

The conceptual model that will be tested proposes that

women whose psychological needs are frustrated will en-

dorse more problematic societal ideals about thinness and

obesity than women whose psychological needs are satis-

fied. Need frustration will also be predictive of inflexible

body schemas and bulimic symptoms, since need frustra-

tion has been shown to lead to body image disturbance and

pathological eating behaviors (Boone, Vansteenkiste, Soe-

nens, Van der Kaap-Deeder, & Verstuyf, 2014). This model

also proposes that higher endorsement of societal beliefs

about thinness and obesity will be predictive of heightened

inflexible body schemas and, on its own, will be predictive

of bulimic symptoms.

This tutorial will guide readers through the coding pro-

cedures and techniques for generating and evaluating 1)

a path model and model specification, 2) model fit, and 3)

direct and indirect effects in path models.

Mplus
Since modelling techniques, such as SEM, have become

more widely used, many statistical packages have been

created to employ these techniques. Mplus (Muthén &

Muthén, 2010) is a suitable program for conducting all SEM

techniques and is a highly flexible program, such that users

can perform any SEM technique by either manually in-

putting code, using a language generator to input code, or

constructing a diagram of the proposed model. For ex-

ample, Mplus has two possible interfaces: A diagrammer

(a visual representation of the model that can be created

by drawing the model via drop down tabs of illustration

options) or syntax (code-based or using the language gen-

erator drop down tabs to begin coding syntax to gener-

ate the model). Often, both interfaces are used simulta-

neously, such that the diagram of the model can be re-

quested through a drop-down tab on the syntax interface

as the model is being estimated. Furthermore, Mplus al-

lows users to choose various techniques for model estima-

tion, which can be employed simultaneously; however, this

program is costly, like many other licensed statistical pack-

ages, and is not readily compatible with SPSS. Other statis-

tical packages, such as AMOS (IBM Corp., 2011) or R (R Core

Team, 2018), are capable of employing SEM techniques,

such as path analysis; however, AMOS is the most highly

used due to its widespread availability, high compatibility

with SPSS, and its diagramming interface. One drawback

of AMOS is its inability to deal with non-normal data uti-
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lizing robust model estimation techniques (view Savalei,

2014, for more information about robust techniques com-

monly used in SEM for non-normal data). R has similar

capabilities as Mplus in conducting path analysis and is a

syntax-based program; however, this tutorial will focus on

utilizing Mplus, since it is also a widely used and accessible

SEM statistical package.

Although Mplus is highly versatile, it requires that the

data reside in an external file with a file extension of either

“.dat” or “.txt”. This file also has limited capacity, such that

a single file cannot contain more than 500 variables and/or

exceed 5000 characters (Byrne, 2013). This file must also

only comprise numbers; researchers must remember the

order of the variables when coding. This tutorial will pro-

vide a step-by-step guide for preparing data for path anal-

ysis using Mplus before estimating the model fit. The data

that is stored in SPSS (IBM Corp., 2013) will be converted to

an external file that is appropriate for running path analy-

sis in Mplus.

Path analysis terminology
In path analysis, the observed variables in the model are

either referred to as endogenous variables or exogenous

variables. Exogenous variables are those that have arrows
emerging from them, not directed toward them, which

means that these variables are not caused by any variables

in the model but are caused by other extenuating variables

outside of the model (Streiner, 2005). If there is more than

one exogenous variable in the model, these variables will

be connected by a curved arrow, which insinuates a cor-

relation between them (see Figure 1). This is only appro-

priate if they are thought to share a common cause or if

they are inherently related, based on a theoretical frame-

work. Endogenous variables are those that have arrows
directed toward them, and possibly emerging from them,

such that they can be both outcome variables and predic-

tor variables in different path relationships. These vari-

ables are thought to be influenced by other variables in the

model.

The strength of the relationships between variables is

represented by path beta coefficients, which represent both
the strength and the direction of the relationship between

two variables and its associated error (variance that can-
not be explained). This is analogous to the beta coefficient

obtained by running a simple regression. Each relation-

ship between a variable is represented by a straight arrow,

which represents a unidirectional “causal” relationship be-

tween variables, or a curved arrow, which represents an

association between two or more variables; however, only

exogenous variables are permitted to have these relation-

ships. In addition, only unidirectional/non-recursive rela-

tionships between variables are permitted in path analy-

sis; therefore, bidirectional/recursive relationships cannot

be examined or inferred.

In the conceptual model that is being proposed, need

frustration and need satisfaction are exogenous variables,

since it is proposed that they are not caused by vari-

ables in the model, while endorsement of societal beliefs

about thinness and obesity, body inflexibility, and bulimic

symptoms are endogenous variables, since it is proposed

that they are caused by a variable, or variables, in the

model. Figure 1 demonstrates the hypothesized model and

outlines the nomenclature used in path analysis, demon-

strated by variables in the proposed model.

Relationships between exogenous and endogenous

variables can be simple or quite complex, such that an ex-

ogenous variable may influence an endogenous variable

directly (e.g., need frustration directly influences body in-

flexibility) or indirectly through another endogenous me-

diating variable in the model (e.g., need frustration indi-

rectly influences body inflexibility through the mediator

endorsement of societal beliefs about thinness and obe-

sity). These are referred to as direct and indirect effects.

Direct effects are the effects of a predictor variable on a cri-

terion variable, while not accounting for effects from ame-

diating variable in the relationship. This is illustrated by

the c’ path in Figure 2. Indirect effects are determined by

subtracting the direct effects from the total effects, which

is the sum of the direct and indirect effects (Bollen, 1987;

Muller & Judd, 2005). A total effect (e.g., body inflexibil-

ity) is represented by a beta coefficient and can be deter-

mined by multiplying the beta coefficient of the exogenous

variable (e.g., need frustration) by the beta coefficient of

the mediating variable (e.g., endorsement of societal be-

liefs about thinness and obesity). Indirect effects are repre-

sented in the a and b paths in Figure 2. A popular method

to infer mediation is to use bootstrapping (Shrout & Bolger,

2002, 4), in which a mean indirect effect is computed using

a specified re-sampling method (e.g., 5000 iterations). This

method generates a p-value, confidence intervals, and a

standard error, which is used to interpret mediation. Typi-

cally, if the confidence interval does not include 0, one may

conclude that the indirect effect is different from 0 and is

statistically significant at the 0.05 level (Kenny, 2018).

Parameters: What are they and why do they matter for
causal modelling?
Parameters in the data are represented by the number

of covariances and variances observed, which ultimately

represent how much information can be estimated (or in-

ferred) by a causal model. The number of variables in

the data dictates how many parameters exist in the data:

The number of parameters equals n(n + 1)/2 (Streiner,
2005). The number of parameters in the model is esti-
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Figure 1 Hypothesized conceptual model with path analysis nomenclature

mated by summing the number of variables and relation-

ships (curved and straight arrows) proposed in the model.

The objective of causal modelling is to estimate an appro-

priate number of parameters that best reflects the observ-

able parameters in the raw data, which also involves esti-

mating accurate fixed and free parameters.

Parameters are considered fixed if the value of the pa-

rameter is assumed to be estimated from the data, whereas

parameters that are free are thought to be influenced by

other parameters in the data (Suhr, 2006). In the proposed

model, a fixed parameter will be represented by a curved

arrow (correlation) between need frustration and need sat-

isfaction; this parameter will not be estimated or influence

the model fit, since potential parameters that could influ-

ence these variables exist outside of the model. All of the

other endogenous variables and paths (arrows) are consid-

ered fixed parameters.

The objective of path analysis is to propose sufficiently

accurate parameters that best reflect the parameter esti-

mates in the raw data; however, the same number of pa-

rameters that exist in the data cannot be proposed. Param-

eters represent how much information can be explained;

therefore, if the same number of parameters that exist in

the data are estimated, there is no information left to ex-

plain. The number of parameters proposed in a causal

model compared to the number that exists in the observ-

able data not only affects overall model fit, but also affects

model specification, which is an index of the relative valid-

ity of the model.

Parameters and model specification
Model fit indices represent how well a causal model rep-

resents the data, while model specification determines

the appropriateness of interpreting relative model fitness.

There are three categories of model specification: Over-

identified, identified (also known as saturated), and under-

identified. Over-identified models are those that propose

fewer parameters, or information, than what can be esti-

mated (collected) in the raw data. The parameters are also

highly reflective of what is occurring in the raw data (e.g.,

variances observed in the data are reflected well by pro-

posed relationships between variables). Over-identified

models are considered the most valid type of model. Iden-

tified, or saturated models, propose the same number, or a

similar number, of parameters that can be estimated, such

that there is little or no information left to be predicted.

Often, these models have perfect fit indices by default, al-

though this is not always the case, and can be identified

by examining the degrees of freedom obtained from the

chi-square goodness of fit test. These models usually have

0 or 1 degree of freedom, which means that there is ei-

ther 0 or 1 parameter (e.g., covariances, variances) that

can be predicted by the model. Interpreting this model

warrants caution, since it has little predictive power; how-

ever, it could be modified to increase its validity or it could

be used to compare against alternative models (MacCal-
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Figure 2 Example of a simple mediation model

lum, 1995). Under-identified models represent a variety

of model-building errors, such that the misspecification of

the model may impede the ability for it to be evaluated

or statistically tested in Mplus. Often, this misspecifica-

tion occurs if a researcher omits key influential variables

that could best represent covariances in the raw data or

has failed to reflect the covariances observed in the data

through proposed causal relationships between variables

in the model (MacCallum, 1995).

Parameters and model specification are essential con-

cepts to comprehend in order to interpret the validity and

relative fit of proposed causal models. In this tutorial, a

step-by-step guide for proposing an over-identified model,

the most specified type of model, in Mplus will be pre-

sented.

Methodology
Participants and measures

The sample included 192 female and male participants

from the community and undergraduate students from

the University of Ottawa, Canada who were between

the ages of 17 and 67 years old (M = 21.20, SD =
6.89). Most participants were female (88.3%), had normal
BMI (64.6%), and identified as Caucasian/White/European-

Canadian (66.1%). Most of the participants indicated that

high school (63.5%) was the highest level of education that

they had completed, andmost of the participants had a low

yearly income (40.6% of the participants had an income of

less than $5,000 per year).

Participants were recruited through online Kijiji adver-

tisements or through the Integrated System of Participa-

tion in Research at the University of Ottawa. Informed con-

sent was obtained electronically before participation. The

study was approved by the University of Ottawa’s research

ethics board.

Four psychosocial self-report measures were adminis-

tered through an online questionnaire to assess partici-

pants’ body image flexibility (Body Image-Acceptance and

Action Questionnaire; Sandoz, Wilson, Merwin, & Kel-

lum, 2013), the extent to which participants internalize

society’s beliefs related to thinness and obesity (Endorse-

ment of Society’s Beliefs Related to Thinness and Obesity;

Boyer, 1991), participants’ psychological need satisfaction

and frustration (Basic Psychological Needs Satisfaction and

Frustration Scale; Chen et al., 2015), and bulimic sympto-

mology (Eating Disorders Inventory-2 – Bulimic Sympto-

mology Subscale; Garner, 1991).

Procedure

Assumptions of path analysis. Before running a path
analysis in Mplus (Version 8; Muthén & Muthén, 2010), six

assumptions must be met. Assumptions can be checked

and handled in many statistical packages; this tutorial will

use SPSS (IBM Corp., 2013). If any of the following assump-

tions are violated, note the extent of the problem and how

it was handled (Weston & Gore, 2006).

1. Type of data: Endogenous variables must be continu-

ous or categorical data, which includes scale, interval,

ordinal, or nominal data (Iacobucci, 2010).

2. Missing data: The method of handling missing data

should be determined by the randomness of the miss-

ing data (whether the data is missing at random, miss-

ing completely at random, or not missing at random;

see Field, 2013 for more information about determin-

ing the type of missing data). The same sample size is
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required for all regressions used to calculate the path

model, so the missing data must be deleted or imputed

(Garson, 2008).

3. Normality: Normal univariate and multivariate distri-

butions are required. To determine whether there is

univariate normality, examine each variable’s distribu-

tion for skewness and kurtosis. An absolute skew value

larger than 2 or smaller than -2 or an absolute kurto-

sis value larger than 7 or smaller than -7 may indicate

non-normality (Kim, 2013). To increase normality, the

non-normal data can be deleted or transformed (e.g.,

square root, logarithm, inverse transformations). To

address this, maximum likelihood robust (MLR) esti-

mator correction can be used, which is robust to non-

normality (Muthén & Muthén, 2010). Deleting or trans-

forming univariate and multivariate outliers also en-

hances multivariate normality.

4. Outliers: There should be no univariate or multivari-

ate outliers in the data. Univariate outliers can be han-

dled by transforming the data or changing the data to

the next most extreme score (winsorizing), depending

on the normality of the data (see Reifman & Keyton,

2010, for more information about winsorizing univari-

ate outliers). Amultivariate outlier is determined using

Mahalanobis distance cut-off values, which are deter-

mined by the degrees of freedom in the model. If data

exceeds this cut-off value, they are multivariate out-

liers. If there are multivariate outliers, remove them

(Weston & Gore, 2006).

5. Collinearity: Path analysis requires low collinearity be-

tween the variables. If variables with multicollinear-

ity are included, the variables might be measuring

the same construct (similar to adding the same vari-

able multiple times in the model). To check for mul-

ticollinearity, screen the bivariate correlations: r = .85
and above indicates multicollinearity (Kline, 2005). To

address multicollinearity, remove one of the variables

(Weston & Gore, 2006).

6. Sample size: In previous research, the rule of thumb

was to include at least ten participants, but preferably

twenty participants, per parameter (e.g., a path model

with twenty parameters should contain no fewer than

200 participants, but preferably 400 participants), with

200 participants minimum (Kline, 1998).

Coding. Before running a path analysis, researchers must
create models to test a priori hypotheses about the possi-
ble relationships/paths between variables of interest. Path

analysis will measure how well a model fits the data. Once

the hypotheses are determined, one can begin preparing

the data and coding a model.

First, researchers choose the variables in SPSS and

change each variable name to an abbreviated string of up

to four letters; for example, the variable names in the hy-

pothesized model were changed from “Body Inflexibility”

to BFLX, “Endorsement of Societal Beliefs about Thinness

and Obesity” to END, “Mean Need Satisfaction” to MNS,

“Mean Need Frustration” to MNF, and “Bulimic Symptoms”

to BULS. Then researchers must save the SPSS file as a

“.dat” file and open it in a text editor application, such as

TextEdit in Mac OS systems or NotePad in Windows sys-

tems. In the text editor application, the file must be opened

and the characters that represent the names of the vari-

ablesmust be erased. Then the .dat file and SPSS file should

be saved in the same folder as the Mplus application.

Now, the Mplus application (text editor) can be opened

and researchers can begin entering “main commands”

and “subcommands” in the syntax field. In Mplus, main

commands represent headings where appropriate codes,

subcommands, are organized. Each main command

must be completed with a colon and each subcommand

must end with a semi-colon. Popular main commands

include TITLE, DATA, VARIABLE, ANALYSIS,
MODEL, MODEL INDIRECT, and OUTPUT. Popular

subcommands include NAMES ARE, USEVARIABLES
ARE, TYPE = general, BOOTSTRAP = (the number
of iterations), WITH, ON, VIA, IND, SAMPSTAT,
TECH4, STDYX, CINTERVAL, and (BCBOOTSTRAP)
residual. See brief descriptions of their functions in Table
1.

The first command is TITLE:, which is the title of the
model. The next command is DATA:, which tells the pro-
gram where to find the .dat file that contains the data.

The exact location of the .dat file must be written. The

VARIABLE command is next. This command is used to de-
scribe the variables in the dataset. Under this command,

the subcommand NAMES ARE is used to list all of the vari-
ables in the dataset in the order they appear in the .dat file,

the subcommand USEVARIABLES ARE is used to list the
variables that will be used from the dataset. The next com-

mand is ANALYSIS, which is used to determine the type
of model or analysis that will be run. To do a general path

analysis, type in the subcommand TYPE= general. In order
to produce confidence intervals for direct and indirect ef-

fects, type the subcommandBOOTSTRAP = (the number of
iterations); to use bootstrapping. See Listing 1 for an exam-
ple of how to input these commands and subcommands.

Next, researchers can determine the relationships be-

tween the variables by using the main command MODEL:.
To denote variables as exogenous variables, the variable

names should be listed using the with subcommand, to in-

dicate correlation (e.g., MNF and MNS will be exogenous

variables, so type the subcommandMNF with MNS;). To
input the regression relationships (i.e., direct effects), re-

searchers must code every relationship backwards with
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Table 1 Brief descriptions of popular main commands and subcommands in Mplus

Main commands and subcommands Description

TITLE Title of the model

DATA Location of .dat file

VARIABLE Activating variables in .dat file

NAMES ARE List of variables in .dat file

USEVARIABLES ARE List of variables used in the model

ANALYSIS Type of analysis

TYPE = general General path analysis

BOOTSTRAP = (number of iterations) Confidence intervals for direct and indirect effects

MODEL To determine relationships between the variables in the model

WITH Correlational relationship

ON Predictive relationship (i.e. “regressed on”)

MODEL INDIRECT To conduct mediation or moderation analyses

VIA Variables involved in the mediation or moderation analyses

IND Denotes which variables are mediators or moderators

OUTPUT Generates model results

Sampstat Generates descriptive statistics

tech4 Generates means, covariances, and correlations for variables in the model

stdyx Generates standardized estimates

cinterval Generates confidence intervals for regressed relationships, including indi-

rect effects

(BCBOOTSTRAP) residual Must be used with the subcommands cinterval and BOOSTRAP = to generate

confidence intervals for all analyses

the subcommand ON, which indicates “regressed on”. For
example, if it is hypothesized that MNS predicts END, the

relationship must be inputted as END ON MNF;. To ex-
amine the indirect effects, use the main command MODEL
INDIRECT:. First, researchersmust statewhich variables
will be included in the indirect pathways that will be ana-

lyzed by using the subcommand VIA. Then the variables

included in the indirect path must be inputted. Again,

the variables must be inputted in the opposite order of

the hypothesis and the subcommand IND must be used.
For example, if it is hypothesized that MNF predicts BULS

through the mediators END and BFLX, BULS VIA BFLX
END MNF;will be written. Notice that the exogenous vari-
able, MNF, is inputted last and that the mediators are in-

putted opposite of what is hypothesized (the first mediator

in the hypothesized model is END and the second mediator

is BFLX, but these are written backwards in the subcom-

mand).

Finally, to generate the output, researchers must use

the command Output: and the subcommands sampstat
for sample statistics, tech4 for estimated means, co-
variances and correlations for the latent/observed vari-

ables, stdyx to get standardized values, cinterval for
confidence intervals, and (BCBOOTSTRAP)residual;.
Model fit indices will always appear. See Listing 2 for an

example of how to input these commands and subcom-

mands.

Results
Preliminary analyses

Data were cleaned and screened for missing and out-of-

range values, univariate and multivariate normality, and

normality in SPSS (IBM Corp., 2013). Missing data were

imputed using EM algorithm multiple imputation analysis

(Little, 1989). Data were considered univariate outliers if

their z-scores exceeded the cut-off of z = ±3.29, which
means they are significant at p < .001 (Field, 2013). Uni-
variate outliers were winsorized (Field, 2013). Data were

considered multivariate outliers if their Mahalanobis Dis-

tance exceeded χ2 = 18.47 at p < .001 (Field, 2013).
After the data were cleaned, standardized kurtosis and

skewness values were obtained. Variables were consid-

ered non-normally distributed if they exceeded a kurtosis

value larger than 7 or smaller than -7 and/or a skew value

larger than 2 or smaller than -2 (Kim, 2013).

Means scores, standard deviations, and ranges of the

variables included in the model were examined and are

presented in Table 2. The mean scores for body inflexi-

bility, endorsement of societal beliefs about thinness and

obesity, need frustration and bulimic symptoms are mid-

range. Mean scores for need satisfaction are higher than
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Listing 1 Examples of commonly used commands and subcommands in Mplus (Version 8). BFLX – Body Inflexibility,

END – Endorsement of Societal Beliefs about Thinness and Obesity, MNS – Mean Need Satisfaction, MNF – Mean Need

Frustration, BULS – Bulimic Symptoms

TITLE: Tutorial Data
DATA: FILE IS C:\Users\kheana\Desktop\Tutorial_Data.dat;
VARIABLE:
NAMES ARE
MNT MNS END BULS BFLX;
USEVARIABLES ARE
END BFLX BULS MNT MNS;
ANALYSIS: Type = general;
Bootstrap = 5000;

Listing 2 Examples of commonly used commands and subcommands in Mplus (Version 8). BFLX – Body Inflexibility,

END – Endorsement of Societal Beliefs about Thinness and Obesity, MNS – Mean Need Satisfaction, MNF – Mean Need

Frustration, BULS – Bulimic Symptoms

MODEL:
MNF with MNS;
END on MNF;
END on MNS;
BFLX on END;
BULS on BFLX;
BULS on MNF;
BFLX on MNF;
MODEL INDIRECT:
BULS via END BFLX MNF,
BFLX IND END MNF,
BULS IND BFLX END MNF,
OUTPUT: sampstat tech4 stdyx clnterval(BCBOOTSTRAP)residua1;

need frustration, meaning that participants reported per-

ceiving more basic psychological need support than frus-

tration.

Correlations between the variables included in the

model were also examined and are presented in Table 3.

As expected, body inflexibility, endorsement of society’s be-

liefs about thinness and obesity, need frustration and bu-

limic symptoms are significantly positively associated with

each other, while need satisfaction is significantly nega-

tively associated with each variable.

Testing the hypothesized model

In the model, the exogenous variables were need satisfac-

tion and need frustration and the endogenous variables

were body inflexibility, endorsement of society’s beliefs

about thinness and obesity and bulimic symptoms. Fit in-

dices and the percentage of variance accounted for in the

model were used to evaluate the hypothesized model’s fit.

Fit indices. Fit indices, such as chi-square (χ2
), the Com-

parative Fit Index (CFI), the Tucker-Lewis Index (TLI), the

Standardized Root Mean Square Residual (SRMR) index,

and the Root Mean Square Error of Approximation (RM-

SEA) index, will be used to determine the hypothesized

model’s fit. See Figure 3 for the Mplus (Version 8) output

of the hypothesized model’s fit indices.

Chi-square (χ2
) test. A chi-square test is an absolute fit

index, so it directly assesses how well a model fits the data

(Bollen, 1989a). The chi-square test compares the hypoth-

esized model’s covariance matrix and mean vector to the

covariance matrix and mean vector of the observed data.

A significant χ2
value suggests that the path model does

not fit the data, while a non-significant χ2
value (p > .05)

is indicative of a path model that fits the data well (Shah,

2012).

A chi-square test is the most commonly reported ab-

solute fit index; however, two limitations exist with this

statistic: 1) It tests whether the model is an exact fit to the
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Table 2 Descriptive statistics of the variables included in the hypothesized model. BFLX – Body Inflexibility, END – En-

dorsement of Societal Beliefs about Thinness and Obesity, MNS – Mean Need Satisfaction, MNF – Mean Need Frustration,

BULS – Bulimic Symptoms

Variables Mean Standard deviation Range

BFLX 3.55 1.62 1-7

END 3.49 1.19 1-7

MNS 3.83 0.67 1.92-5

MNF 2.45 0.75 1-4.5

BULS 3.03 1.42 1-7

Table 3 Correlations between the variables included in the hypothesized model. BFLX – Body Inflexibility, END – En-

dorsement of Societal Beliefs about Thinness and Obesity, MNS – Mean Need Satisfaction, MNF – Mean Need Frustration,

BULS – Bulimic Symptoms.

Variables 1 2 3 4 5

1. BFLX - .44** -.41** .55** .63**

2. END - - -.37** .45** .44**

3. MNS - - - -.71** -.39**

4. MNF - - - - .47**

5. BULS - - - - -

Note. **: p < .001

data, but finding an exact fit is rare; and 2) it is affected by

sample size – larger sample sizes increase power, resulting

in a significant χ2
value with small effect sizes (Henson,

2006).

Comparative fit index (CFI). The CFI is an incremental

fit index that compares the fit of the hypothesized model

to the fit of the independence (null) model. In path anal-

ysis, the independence model assumes that there are no

relationships between any of the variables in the model

(Bentler, 1990). CFI indicates by how much the hypoth-

esized model fits the data better than the independence

model. CFI values range from 0 to 1, with higher val-

ues indicating better model fit. A CFI value of .95 or

higher means that the hypothesized model has acceptable

fit (Bentler, 1990).

Tucker-Lewis index (TLI). The TLI is a non-normed in-

cremental fit index that attempts to determine the percent-

age of improvement of the hypothesized model over the

independence model and adjusts this improvement by the

number of parameters in the hypothesized model (Cangur

& Ercan, 2015). The TLI penalizes researchers for creat-

ing more complex models, since model fit is improved by

adding parameters. TLI values range from 0 to 1 or higher

(values higher than 1 are treated as a 1). A TLI value of

.95 or higher indicates acceptable model fit (Hu & Bentler,

1999).

Standardized root mean square residual (SRMR) index.

The SRMR index is a standardized absolute fit index that is

used to evaluate the model’s residuals. The SRMR index is

the absolute mean of all differences between the hypothe-

sized and observed correlations, which is an overall mea-

sure of discrepancies between a hypothesized model and

patterns in the raw data (Bentler, 1995). A mean of 0 in-

dicates no difference between the correlations of the ob-

served data and the hypothesizedmodel, so an SRMR value

of 0 indicates perfect model fit; an SRMR value of .05 indi-

cates acceptable model fit. Furthermore, small SRMR val-

ues indicate that the variances, covariances and means of

the model fit the data well.

Root mean square error of approximation (RMSEA).

The RMSEA is a measure of approximate model fit: It cor-

rects for a model’s complexity and indicates the amount of

unexplained variance (Steiger, 1990). Lower RMSEA val-

ues are desirable: A RMSEA value of 0 indicates perfect

model fit. RMSEA values of .05 or lower indicate good

model fit, while RMSEA values of .06 to .08 indicate ac-

ceptable model fit for continuous data and values of .06

or lower indicate acceptable model fit for categorical data.

The RMSEA index also includes a 90% confidence inter-

val (CI), which incorporates the sampling error associated

with the estimated RMSEA (Steiger & Lind, 1980).

Model fit. The final path analysis is presented in Figure 4.
The fit indices indicate that the model fits the data well:

χ2(3) = 4.97, p = 0.17, CFI = .99, TLI = .98, SRMR =
.02, RMSEA = .06, 90% CI = 0.000 to 0.146 (See Figure 3

for the Mplus output). When writing up the results, stan-

dardized beta coefficients and their p-values should be in-

cluded. In this paper, standardized beta coefficients will
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Figure 3 Mplus (Version 8) output of the model’s fit

be represented by the Greek symbol β. Standardized 90%
CIs should also be included when writing up the indirect

effects. Standardized 90% CIs may also be included when

writing up the direct effects by using the delta method;

however, this is beyond the scope of this paper (for more

details, see Ham & Woutersen, 2011). The percentage of

variance explained in the model (Pearson correlation r-

values) should also be included.

Direct effects. As the researchers hypothesized, need
frustration is significantly positively associated with en-

dorsement of society’s beliefs about thinness and obesity

(β = .37, p < .001, 90%CI = .329 to .851); however, need
satisfaction is negatively associated with endorsement of

society’s beliefs about thinness and obesity, but the rela-

tionship is non-significant (β = −.11, p = .31). This par-
tially supports the researchers’ hypotheses since the rela-

tionship between need satisfaction and endorsement of so-

ciety’s beliefs about thinness and obesity is negative; how-

ever, it was non-significant. Need frustration is also signif-

icantly positively associated with body inflexibility (β =
.34, p < .001) and bulimic symptoms (β = .33, p < .001), as

hypothesized by the researchers. Endorsement of society’s

beliefs about thinness and obesity is significantly positively

associated with body inflexibility (β = .29, p < .001) and
body inflexibility is significantly positively associated with

bulimic symptoms (β = .47, p < .001). An Mplus output of
the direct effects, their standardized beta coefficients, and

associated p-values is presented in Figure 5.

Indirect effects. In this model, three indirect effects were
tested: 1) The mediating effect of endorsement of society’s

beliefs about thinness and obesity on the relationship be-

tween need frustration and body inflexibility; 2) the me-

diating effect of body inflexibility on the relationship be-

tween need frustration and bulimic symptoms; and 3) the

mediating effects of two mediators, endorsement of soci-

ety’s beliefs about thinness and obesity and body inflex-

ibility, on the relationship between need frustration and

bulimic symptoms. For the first indirect effect, the indirect

effect of endorsement of society’s beliefs about thinness

and obesity as amediator in the relationship between need

frustration and body inflexibility was significant, β = .11,
(p = .005, 90%CI = .044 to .172). The indirect effect of
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Figure 4 The final structural model with standardized path coefficients (n = 192)

body inflexibility as amediator in the relationship between

need frustration and bulimic symptoms was also signifi-

cant, β = .16 (p < .001, 90%CI = .093 to .227). Finally,
the indirect effect of need frustration to bulimic symptoms

through two mediators, endorsement of society’s beliefs

about thinness and obesity and body inflexibility, was sig-

nificant (β = .05, p = .014, 90%CI = .017 to .085). Stan-
dardized beta coefficients, their associated p-values and

standardized 90% CIs of the hypothesized model’s indirect

effects are presented in Figures 6 and 7.

Percentage of variance explained in the model. The re-
lationships proposed in themodel explains 20% of the vari-

ance in endorsement of society’s beliefs about thinness and

obesity (r = .20), 29% of the variance in body inflexibility
(r = .29), and 47% of the variance in bulimic symptoms
(r = .47). See R-SQUARE estimates in Figure 8.

Discussion
This tutorial provided an overview of path analysis, a spe-

cific type of SEM modeling; guidelines for constructing an

a priori conceptual model; and a step-by-step guide for
preparing data for path analysis and conducting and evalu-

ating a path model using Mplus. Path analysis is a suitable

multivariate technique to examine causal links between

observable measures. This tutorial also demonstrated

how to create and evaluate an over-identified model, the

most specified type of model. More specifically, a concep-

tual path model of the psychological and behavioral an-

tecedents of bulimic symptomology in young adults was

constructed and evaluated.

In the proposed model, the researchers examined how

the fulfillment (satisfaction) and depletion (frustration) of

essential psychological needs could potentially differen-

tially predict bulimic symptoms in women via two medi-

ators, the endorsement of society’s beliefs about thinness

and obesity and body inflexibility. Results demonstrated

that the proposed model fit the data well: χ2(3) = 4.97,
p = 0.17, CFI = .99, TLI = .98, SRMR = .02,
RMSEA = .06, 90%CI = 0.000 to 0.146. When exam-
ining the direct effects, most of the researchers’ hypothe-

ses were supported, such that need frustration was signif-

icantly positively associated with higher endorsement of

societal beliefs about thinness and obesity, positively as-

sociated with higher body inflexibility, and positively as-

sociated with bulimic symptoms. Also in line with the re-

searchers’ hypotheses, higher endorsement of these ideals

was significantly positively associated with higher body in-

flexibility, which, in turn, was significantly positively as-

sociated with bulimic symptoms. Although need satisfac-

tion was not significantly negatively associated with en-

dorsement of societal beliefs about thinness and obesity

ideals, the relationship was still negative, which partially

supports the researchers’ hypotheses.

When examining the indirect effects, the relationship

between need frustration and body inflexibility was signif-

icantly mediated by endorsement of societal beliefs about

thinness and obesity, such that need frustration indirectly

influences body inflexibility through higher endorsement

of cultural ideals. The relationship between need frustra-

tion and bulimic symptoms was significantly mediated by

body inflexibility, such that need frustration indirectly in-

fluences bulimic symptoms by increasing body-inflexible

cognitions. Finally, the two proposed mediators, endorse-

ment of societal ideals about thinness and obesity and

body inflexibility, significantly mediated the relationship

between need frustration and bulimic symptoms, such that

need frustration indirectly influences bulimic symptoms

by increasing endorsement of societal ideals about thin-
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Figure 5 Mplus (Version 8) output of the hypothesized model’s direct effects. BFLX – Body Inflexibility, END – Endorse-

ment of Societal Beliefs about Thinness and Obesity, MNS – Mean Need Satisfaction, MNF – Mean Need Frustration, BULS

– Bulimic Symptoms

ness and obesity, and, in turn, body inflexibility.

Limitations

As mentioned previously, the objective of path analysis is

to test the tenability of a theory-based model to see how

well the hypothesized model fits the data, or how well it

reflects the process, or mechanism, behind a phenomenon

of interest. Although the fit indices of the model suggest a

good fit and the model was over-identified, the researchers

cannot infer that the model best represents the process of

the phenomenon of interest, bulimic symptomology. A ma-

jor limitation of any statistical modeling technique is that it

can only be interpreted in comparison with other models,

and many of these comparative models are derived from a

single dataset. For example, CFI and TLI are comparative

fit indices that evaluate improved fitness from the indepen-

dence model (null model). For this reason, it is encouraged

to create multiple theory-based models and compare their

relative fit.

Another limitation of path analysis is related to sam-

ple size. Users of path analysis should be aware of its sen-

sitivity to sample size, especially when interpreting fit in-

dices derived from a single dataset. Large sample sizes are

more likely to produce significant fit indices, while small

sample sizes are likely to produce non-significant fit in-

dices, regardless of the proposed relationship between the

variables (Streiner, 2005). As stated earlier, sample size

should be no fewer than ten participants per parameter,

but required sample size is subject to each study’s individ-

ual power needs and hypotheses.
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Figure 6 Mplus (Version 8) output of the hypothesized model’s indirect effects. BFLX – Body Inflexibility, END – Endorse-

ment of Societal Beliefs about Thinness and Obesity, MNS – Mean Need Satisfaction, MNF – Mean Need Frustration, BULS

– Bulimic Symptoms

Although path analysis is often referred to as a “causal”

modeling technique, and many researchers may use lan-

guage that infers causality, causation cannot be implied.

Similar to regression, predictor variables only have pre-

dictive, not causal, properties, such that the path coeffi-

cients denote the strength and direction of the prediction

of a criterion variable. Causal relationships between vari-

ables can only be achieved through study design, such as

experimental manipulation, not statistical analyses.

Conclusion
Although the primary objective was to provide a tuto-

rial on conducting path analysis in Mplus, the researchers

hope that this paper will also provide insight and tools

for researchers to evaluate and interpret path models in

their respective fields of study. The researchers also hope

that this tutorial will encourage the use of a priori theory-
derived models, rather than empirically-derived models.

Using path analysis in Mplus will afford researchers flexi-

bility in generating path models and allow them to explore

and evaluate various conceptual health and disease mod-

els.

Authors’ note
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