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Abstract Presence of excess zeros and the distributions aremajor concern inmodeling count data.
Zero inflated and hurdle models are regression techniques which can handle zero inflated count
data. This study compares various count regression models for survey data observed with excess
zeros. The data for the study is obtained from a survey conducted to assess the harms attributable
to drinkers among children. Poisson, negative binomial and their zero inflated and hurdle versions
were compared by fitting them to two count response variables, number of physical and number of
psychological harms. The models were compared using fit indices, residual analysis and predicted
values. The robustness of the models were also compared using simulated data sets. Results indi-
cated that the Poisson regression was less robust to deviations from the distributional assumptions.
The negative binomial regression and hurdle regression model were found to be suitable to model
the number of physical and number of psychological harms respectively. The results showed that
excess zeros in count data does not imply zero inflation. The zero inflated or hurdle models are
suitable for zero inflated data. The selection between the zero inflated and hurdle models should
be based on the assumed cause of zeros.
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Introduction

Zero inflation is a persistent phenomenon in count data.
It occurs when the zeros observed in a dataset are be-
yond the range of basic count that can be handled by re-
gression models such as Poisson or negative binomial re-
gression. It is also considered as a source of overdisper-
sion (Cameron & Trivedi, 1998; Martin et al., 2005), defined
as the conditional variance of the response variable ex-
ceeding conditional mean. The Poisson regression model
assumes that the conditional mean and conditional vari-
ance are equal (knownas equidispersion) as this regression
model is based on Poisson distribution. Negative binomial
regression model is a suitable alternative to Poison regres-
sion model when the data is overdispersed. However the
negative binomial regressionmodelmaynot be able to han-
dle the overdispersion occurring due to zero inflation. In
zero inflated situations, the zeros can be classified as true
zeros and sampling zeros based on their origin (Zorn, 1996).

The true zeros are generated from perfect state or risk free
stage where the counts are always zero. The sampling ze-
ros or false zeros are generated from an imperfect state or
an at-risk stage. The count can take any non-negative value
including zero in an imperfect state or an at-risk stage. For
example, the answer to the question “howmany cigarettes
you smoked last week?” is always zero for non-smokers,
which is as true (structural) zero. However, the response
of smokers can be either a positive count or zero. These
particular zeros are generated froman at-risk origin, hence
called as sampling zeros. Sampling zeros are produced usu-
ally due to design error, survey error, observer error, etc.
(Loeys et al., 2012). However, in practice, it is quite difficult
to differentiate between the two kinds of zeros as the cause
of structural zeros is usually unobservable (He et al., 2014).

When data is generated from these two processes, the
models based on a single distribution (such as Poisson or
negative binomial models) may not be able to capture the
excess zero or result in a good fit. The zero inflated data
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should be modeled using a model which incorporates the
data generation process as well as the excess incidence of
zeros. Zero inflated models and hurdle models are com-
monly used in situations of zero inflation. These two mod-
els assume that the data is generated from two separate dis-
tributions conditional on the independent variables. This
study is trying to assess the suitability of various count re-
gressionmodels for count response variablewith excess ze-
ros when it related with a set of predictor variables.

Materials and methods

Zero inflated regression models

Zero inflatedmodels were introduced by Lambert (1992) as
a way to capture the excess zeros in the number of defects
in manufacturing process. The zero inflated models use
a mixture modeling approach, where the data generation
process is governed by a count distribution and a degener-
ate Bernoulli distribution with mass at zero. The zero in-
flated models permit the occurrence of both structural ze-
ros and sampling zeros in the data. In zero inflated models
all structural zeros are generated from a Bernoulli process
with probability πi, 1 − πi being the probability of tran-
sition to a count process from which the count values are
generated. The count process is governed by a count dis-
tribution. The transition to a count process does not insure
a positive realization, because the count process generates
positive counts as well as zeros. The zeros generated by the
count process are sampling zeros.

In Zero inflated Poisson (ZIP) regression model, a type
of zero inflated model, the count process is governed by
Poisson distribution (Lambert, 1992). The probability mass
function (pmf) of the ZIP distribution can be written as a
mixture of Poisson and degenerate Bernoulli distribution
at zero as follows,

p (yi) =

{
πi + (1− πi) e

−λi if yi = 0

(1− πi)
e−λiλ

yi
i

yi!
if yi = 1, 2, 3, . . .

(1)

where πi is the probability of structural zero and λi is the
mean function for the ith individual from Poisson distribu-
tion. In ZIP regression model, two regression models are
fitted simultaneously to relate πi and λi with the indepen-
dent variables with logit and log link function respectively.
i. e.,

ln

(
πi

1− πi

)
= z⊺i γ

and
ln(λi) = x⊺

i β

where zi is the set of independent variables of the binary
logistic regression part with parameters γ and xi is set the
independent variables of the Poisson regression part with
parameters β. Hence, the ZIP model allows structural ze-
ros, sampling zeros and positive counts to be dependent on
the independent variables. It is not necessary that the same
set of independent variables to be used in both parts of the
mixture model. More precisely, zi and xi can be two inde-
pendent set of predictor for the logistic and Poisson regres-
sion parts of the ZIP model.

Sometimes, same predictors can have effect in the bi-
nary part as well as the count part. If the higher value of a
predictor reduces the proportion of structural zero and in-
creases the mean in the count part, or vice versa, the vari-
able is said to have a consonant effect on the response vari-
able. The consonant effect implies that the predictor works
in the same direction in increasing or decreasing the over-
all mean of the response variable (Xu et al., 2015; Mills,
2013). In such cases, the coefficients of the predictor in
the binary and Poisson regression parts will have opposite
signs. On the other hand, if the variable has an opposite ef-
fect in the two parts of the models in determining the over-
all mean, it is called as a dissonant effect, in which case, the
coefficients of the variable will have the same sign in both
parts (logistic and count) of the zero inflated model (Xu et
al., 2015; Mills, 2013). The ZIP model may not give satisfac-
tory fit even after accounting for the zero inflation, if the
data is having greater variability than the fitted model can
estimate. The ZIP model can be extended to a Zero Inflated
Negative Binomial (ZINB) model in which the count part is
governed by a negative binomial regression. This refine-
ment allows the ZINB model to permit overdispersion in-
duced by zero inflation as well as unobserved heterogene-
ity (Greene, 1994). Major reasons for overdispersion are de-
pendency between the events and unobserved heterogene-
ity whichmay be defined as the effect of omitted or unmea-
sured independent variables in a Poisson regression.

The probability mass function of ZINB distribution can
be formulated by replacing the Poisson probability mass
function in equation (1) with the probability mass func-
tion of a negative binomial distribution. The probability
mass function of ZINB distribution is as follows (top of next
page):

p (yi) =

πi + (1− πi)
(

θ−1

θ−1+λi

)θ−1

if yi = 0

(1− πi)
Γ(yi +θ−1)

Γ(yi +1)Γ(θ−1)

(
θ−1

θ−1+λi

)θ−1(
λi

θ−1+λi

)yi

if yi = 1, 2, 3, . . . .

(2)
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where θ is known as the dispersion parameter as variance
increaseswith increase in θ (Mean =λi , variance =λi+θλ2

i ;
negative binomial model). The ZINB model relates πi and
λi with the independent variables via logit and log link
functions respectively as in ZIP model.

Hurdle regression models

Hurdle regression models are another kind of modified re-
gression approach to accommodate the excess incidence
of zeros in the data. The hurdle regression models do not
discriminate zeros as structural and sampling zeros. The
fundamental idea behind the formulation of hurdle regres-
sion model is that a binomial probability distribution gov-
erns the binary outcome of whether the count variate has
a zero or positive realization (Mullahy, 1986). If the realiza-
tion is positive, ‘the hurdle’ is crossed and the non-negative
counts are generated from a zero truncated count distribu-
tion. Hence, all zeros are generated from a binary regres-
sion model.

The pmf of the binary process can be written as,

p (yi) =

{
πi if yi = 0

1− πi if yi = 1, 2, 3, . . .
(3)

where πi is the probability of zero for the ith individual.
The zero truncated count model has the form,

p (yi) =

{
f (yi) if yi = 1, 2, 3, . . .

0 otherwise
(4)

Combining equations (3) and (4), the generic form of prob-
ability mass function of the hurdle distribution can be for-
mulated as,

p (yi) =

{
πi ; yi = 0

(1− πi) f (yi) ; yi = 1, 2, 3, . . .
(5)

The hurdle Poisson (HP) regression is a form of hurdle
regression, in which the positive count part is modeled by
a zero truncated Poisson regression. The probability mass
function of the distribution governing the HP regression
has the form,

p (yi) =

πi if yi = 0

(1− πi)
e−λiλ

yi
i

(1−e−λi)yi!
if yi = 1, 2, 3, . . .

(6)

where πi =
exp(z⊺

i γ)
1+exp(z⊺

i γ)
and λi = exp (x⊺

i β) is the mean of
the Poisson regression.

Unlike zero inflated models, the two parts of the hurdle
models are assumed functionally independent (Cameron
& Trivedi, 1998). Hence, the estimates of the models can
be obtained by maximizing the log likelihoods separately
(Mullahy, 1986; McDowell, 2003). The data may exhibit
overdispersion derived from sources such as unobserved
heterogeneity other than zero inflation. The HP model
is inflexible to accommodate this extra Poisson variation
arising in the positive count part. In such situations, the
HP model can be extended to a Hurdle Negative Binomial
(HNB)model similar to extending ZIPmodel to ZINBmodel.

Test for zero inflation

Wilson and Einbeck (2019) proposed a test for the pres-
ence of zero inflation based on the observed zeros in the
count data. The test assumes that zeros are generated from
Bernoulli process with varying probability. The test takes
the random variable, total number of observed zeros, N0

as the test statistic which follows a Poisson-binomial distri-
bution. The test is performed after fitting a Poisson or nega-
tive binomial model and estimating the probability of zero
using the predicted mean for each subject (πi). The proba-
bility mass function of Poisson–binomial distribution is as
follows,

p (N0 = k) =

{
n∏

i=1

(1− πi)

}
×∑

i1<i2<...<ik

wi1wi2 . . . wik

(7)

where wi =
πi

1−πi
; i = 1, 2, 3, . . . , n and the summation is

taken over all possible distinct combination of i1, i2, . . . , ik
from 1, 2, 3, . . . , n. The test is performed by assuming H0:
Absence of zero inflationunder thefittedmodel againstH1:
The data is zero inflated.

Randomized Quantile Residuals

Residual analysis is a foremost method used for diagnosis
of the model fit. Dunn and Smyth (1996) proposed Ran-
domized Quantile Residuals (RQR) with a special attention
on discrete variables. The RQR produce non-overlapping
continuous residuals for discrete variables. Hence,RQR are
ideal for assessing the residual distribution of count regres-
sion models. The RQR are obtained by inverting the fit-
ted distribution function and calculating the corresponding
standard normal quantile for each observation (McElduff,
2012). For continuous distribution, the distribution func-
tion F (yi | (θ̂i) follows uniform distribution between 0 and

The Quantitative Methods for Psychology 32

https://www.tqmp.org
https://crossmark.crossref.org/dialog/?doi=10.20982/tqmp.19.1.p001


¦ 2023 Vol. 19 no. 1

1. Hence, the RQR can be defined as (Dunn & Smyth, 1996)

qi = Φ−1(F (yi | θ̂i)) (8)

where Φ−1 is the quantile function of a standard normal
distribution. For discrete variable the RQR is,

qi = Φ−1 (ui) (9)

where ui is randomvalue from a uniformdistributionwith
interval [F (yi − 1 | θ̂i), F (yi | θ̂i]. The RQR follow a stan-
dard normal distribution if the model is correctly specified
(Dunn & Smyth, 1996). Hence, the test of normality of RQR
can be used as a technique to assess the goodness of fit of
the model. As randomness is involved in the calculation of
RQR, in the present study, the residuals are calculated 1000
times for each model and the average of the mean, SD and
p value of normality test are computed (Feng et al., 2020).

Data

To illustrate the aforementioned regression models, a sur-
vey conducted among school children is used. The data of
6412 students, from 73 high school and higher secondary
schools were collected from the survey conducted in the
district of Ernakulum, Kerala during 2014-2015. The in-
formation regarding, socio economic status, harms expe-
rienced due to others’ drinking, substance use, psychologi-
cal distress, and ADHD (Attention-deficit/hyperactivity dis-
order) were collected. Questions were asked to the stu-
dents on various harms experienced due to others’ drink-
ing in the period of last one year. In the questionnaire, 11
questions were on experiencing psychological harms and
four were related to physical harms. The sum of the ques-
tions related to psychological harms and physical harms
constituted the response variables, number of psycholog-
ical harms (ranging from 0 to 11) and number of physical
harms (ranging from 0 to 4). Ethical clearance from insti-
tute ethical committee was obtained for this survey from
the Government Medical College, Ernakulum, Kerala, In-
dia.

Results

Table 1 provides the descriptive statistics of the collected
information. The participants of the study consisted of
49.41% (n = 3168) males and 50.59% (n = 3244) fe-
males with an average age of 15.24 (SD = 1.73) years. About,
43.68% (n = 2801) reported to have psychological harms
and 9.75% (n = 625) had experienced physical harms at-
tributable to drinkers. The count variables number of psy-
chological harms (mean = 1.18, SD = 1.79) and number of
physical harms (mean = 0.12 , SD = 0.43) were considered
as the response variable for comparing various count re-
gression models. In the preliminary stage, each variable

listed in Table 1 fitted using an unadjusted Poisson regres-
sion for the total number of harms. Those variables which
were not significant with p > 0.2 were discarded from the
further analysis. The discarded variableswere religion and
nature of school.

The results of Poisson regression and negative bino-
mial regression are presented in the Table 2. In order to
decide on the need of negative binomial regression over
Poisson regression, an auxiliary regression based test for
equidispersion (which assumes that the conditional mean
and variance are equal, E(yi |xi) = V ar(yi |xi)) was car-
ried for two count response variables after fitting Poisson
regression (Cameron & Trivedi, 1998). The test performed
assuming overdispersion (E(yi |xi) < V ar(yi |xi)) un-
der the alternative hypothesis was significant for both Pois-
son models fitted to number of psychological harms (t =
24.976, p < 0.001) and psychical harms (t = 6.133,
p < 0.001) that supporting the presence of overdispersion
in the data (Table 2). Due to overdispersion in the data,
the standard errors of Poissonmodel were underestimated
and theyweremuch smaller than that of the negative bino-
mial fit. Estimated standard errors of negative binomial re-
gression fitted to number of and psychological harms were
almost double than that of the Poisson model fit. However,
the underestimation of standard errors was much less for
the Poisson model fitted to number of physical harms. Due
to the smaller standard errors the Poisson regression iden-
tified part time job (p = 0.004) as an additional significant
risk factor for number of psychological harms and schools
located in urban area (p = 0.032) as an additional risk fac-
tor of number of physical harms.

Since, both response variableswere observedwith high
proportion of zeros, the Poisson and negative binomial fits
were tested for possible zero inflation. The significance of
the test for zero inflation pointed out that the number of
psychological harms was zero inflated under Poisson (t =
3611, p < 0.001) and negative binomial model (t = 3611,
p < 0.001) fits. The number of physical harms was zero
inflated under Poisson fit (t = 5787, p < 0.001) but, the
test was not significant for the negative binomial model fit
(t = 5787, p = 0.449). In order to account for the excess
zeros observed in the data, zero inflated and hurdle mod-
els were employed and the results are presented in Table 3
and Table 4.

When ZIP and ZINB models were fitted to number of
psychological harms, count regression parts of models ex-
hibited trend similar to that of Poisson and negative bino-
mial model fits. The estimated standard errors of the coef-
ficients in the count part of ZIP model were smaller than
that of the ZINB fit, indicating overdispersion in the count
part. Moreover, the estimated dispersion parameter, theta
of ZINB fit was also significant (θ = 1.645, p =< 0.001)
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Table 1 Socio demographic profile of the respondents

Variable Category n (%) Mean (SD)

Gender Male 3168 (49.41)
Female 3244 (50.59)

Age (years) 15.24 (1.73)

Religion

Hindu 3217 (50.17)
Christian 2007 (31.30)
Muslim 1175 (18.33)
Others 13 (0.20)

Residence
City 548 (8.55)
Town 688 (10.73)
Village 5176 (80.72)

Family category Above Poverty Line 4555 (71.04)
Below Poverty Line 1857 (28.96)

Family structure
Both parents 5946 (92.73)
Single parent 312 (4.87)
Living with relative/others 154 (2.40)

Nature of school
Government 3895 (60.75)
Government aided 2440 (38.05)
Private 77 (1.20)

Location of school
Rural 4726 (73.71)
Semi urban 1292 (20.15)
Urban 394 (6.14)

Part time job Yes 473 (7.38)
No 5939 (92.62)

Stay at hostel Yes 104 (1.62)
No 6308 (98.38)

Substance use Yes 616 (9.61)
No 5796 (90.39)

ADHD score 27.50 (8.41)
Psychological distress score 15.32 (6.47)
Number of Psychological harms 1.18 (1.79)
Number of physical harms 0.12 (0.43)

Experiencing psychological harm Yes 2801 (43.68)
No 3611 (56.31)

Experiencing physical harm Yes 625(9.75)
No 5787 (90.25)

confirmed overdispersion (Table 3). As seen in Poisson
fit, the count part of ZIP model overestimated the signifi-
cance of the predictors. Even in the presence of overdis-
persion, the estimated coefficients of ZIP model were con-
sistent with the coefficients of the ZINB except for certain
variables. The estimated coefficients and standard errors
in the binary part of ZIP and ZINB models were quite sim-
ilar. On the other hand, for number of physical harms, the
estimated theta of ZINB model was found not significant
(θ = 1.916, p = 0.086), indicated the absence of overdis-
persion which resulted in ZINB model to give similar esti-
mates as that of ZIP model.

TheHP andHNBmodels exhibited trends similar to that
of ZIP and ZINB models for all response variables. The
overdispersion in the truncated count part resulted in HP
model to underestimate the standard errors and thereby
overestimated significance of the predictors in the trun-
cated count parts. The HNB model for the number of phys-
ical harms indicated absence of overdispersion (θ = 0.985,
p = 0.304) in zero truncated part (Table 4). For all response

variables, the values in the zero hurdle part of HP fit were
exactly same as that of the corresponding HNB fit as the pa-
rameters were estimated by separate maximization of like-
lihoods.

When comparing the zero inflated and hurdle models,
though, the interpretations are slightly different, the esti-
mates and standard errors of the count part were similar
for number of psychological harms, i. e., the estimates and
standard errors of ZIP and HP models as well as ZINB and
HNB models were similar. Though, the standard errors
were similar, estimates of regression coefficients in the bi-
nary part of the zero inflated and hurdle models had oppo-
site signs. For example, the estimate corresponding to age
in the binary part of the ZIP was -0.12 (SE = 0.02) whereas,
it was 0.13 (SE = 0.02) for HP model when they were fitted
to number of psychological harms. The difference in sign
was due to the difference in definition of themodels. In the
pscl and countreg packages of R software, the binary
part of the hurdle model predicts the probability of a posi-
tive count, whereas, the binary part of zero inflatedmodels
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Table 2 Poisson and negative binomial regression models fitted to number of psychological and physical harms

Psychological harms Physical harms
Variable Poisson b(SE) NB b(SE) Poisson b(SE) NB b(SE)
Gender Male 0.53 (0.03)* 0.60 (0.04)* 1.28 (0.10)* 1.28 (0.10)*
Age (years) 0.09 (0.01)* 0.09 (0.01)* 0.06 (0.02)* 0.06 (0.03)*
Family structure Living with others/relative -0.004 (0.08) 0.01 (0.13) -0.15 (0.23) -0.21 (0.28)
(Reference: Both parents) Single parent 0.08 (0.05) 0.16 (0.09) 0.27 (0.13)* 0.35 (0.16)*
Family category Below Poverty Line 0.04 (0.03) 0.07 (0.04) 0.13 (0.08) 0.15 (0.09)
Residence City 0.06 (0.05) 0.04 (0.08) 0.09 (0.14) 0.10 (0.16)
(Reference: Village) Town 0.04 (0.04) 0.05 (0.07) 0.29 (0.11)* 0.32 (0.13)*
Location of school Urban 0.20 (0.05)* 0.26 (0.09)* 0.32 (0.15)* 0.34 (0.18)
(Reference: Rural) Semi Urban 0.02 (0.03) 0.02 (0.05) -0.11 (0.11) -0.12 (0.12)
Part time job Yes 0.10 (0.04)* 0.11 (0.07) 0.44 (0.09)* 0.45 (0.11)*
Stay at hostel Yes 0.15 (0.10) 0.18 (0.16) 0.41 (0.27) 0.36 (0.33)
Substance use Yes 0.54 (0.03)* 0.57 (0.06)* 0.82 (0.08)* 0.85 (0.10)*
ADHD score 0.02 (0.001)* 0.02 0.003)* 0.01 (0.004)* 0.02 (0.01)*
Psychological distress score 0.04 (0.002)* 0.05 (0.003)* 0.04 (0.01)* 0.05 (0.01)*
Theta (overdispersion) 0.79 (0.03) 0.74 (0.11)
Test for overdispersion T = 24.976, T = 6.133,

p = 0.001 p = 0.001
Test for zero inflation T = 3611, T = 3611, T =5787, T= 5787,

p = 0.001 p = 0.001 p = 0.001 p = 0.449

Note. * significant at 5% level of significance

predicts the probability of structural zeros. Hence, the in-
terpretations are entirely different for the models. In ZIP
fit, as the age increases by one unit, the odd of structural
zeros reduced by 11% (exp(−0.12) = 0.89) whereas in HP
fit, as the age increased by one unit the odds of experienc-
ing harms increased by 14% (exp(0.13) = 1.14).

The absolute goodness of fit of the models were as-
sessed by analyzing the distribution of the Randomized
Quantile Residuals (RQR). The RQR follows a standard nor-
mal distribution for model fitting the data well. The com-
parison of models with RQR , log likelihood and Bayesian
Information Criteria (BIC) are summarized in Table 5.
Among themodels fitted to number of psychological harms,
ZINB and HNB models had standard normal RQR, indicat-
ing good fit of the models (Table 5). With respect to the val-
ues of log likelihood and BIC (lower the value better fit),
ZINB (log likelihood = -8575, BIC = 17422) and HNB (log
likelihood = -8577, BIC = 17425) models had the best fit for
number psychological harms. The RQR of all count models
except Poisson were standard normal for physical harms.
Among the models fitted to number of physical harms, the
BIC penalized the complex models for estimating more pa-

rameters and chose negative binomialmodel as the best fit-
ting model (BIC = 4552). Similarly, BIC of ZIP (BIC = 4596)
and HP (BIC = 4594) models were smaller than ZINB (BIC
= 4603) and HNB (BIC = 4600) models. Capability of mod-
els in capturing the zeros were assessed by computing the
sum of the predicted probabilities of zeros. Zero inflated
and hurdle models showed good prediction of zeros. The
Poisson model under predicted the zeros always. The neg-
ative binomial model fitted to physical harms, exhibited
competing predictive capability with the zero inflated and
hurdle models. The negative binomial model was able to
predict the zeros even when the dependent variable con-
tained 90.25% zeros.

All participants in the study were expected to be under
the risk of experiencing harms from drinkers. Hence, all
observed zeros were assumed to have a sampling origin.
In this regard, zero inflated models were avoided for es-
tablishing the relationship as they assume structural origin
for zeros. Taking in to account of the values of fit indices,
residual analysis and the predicted value, HNB model can
be considered as the most appropriate model for modeling
number of psychological harms. Negative bino-

The Quantitative Methods for Psychology 62

https://www.tqmp.org
https://crossmark.crossref.org/dialog/?doi=10.20982/tqmp.19.1.p001


¦ 2023 Vol. 19 no. 1

mial regression can be a suitablemodel to assess the factors
predicting the number of physical harms.

Simulation study

Apart from the real data analysis a Monte Carlo based sim-
ulation study was also carried out for zero inflated data to
see the robustness of models to violation of assumptions,
sample size, misspecification of distribution and various
other conditions. Zero inflated count data with two ori-
gins were generated from four distributions viz., ZIP, HP,
ZINB and HNB. The structural zeros were generated from
a process governed by a logistic function with parameters
γ1 = 0.47 and γ2 = −2.1 for x1 and x2 respectively which
are normally distributed. For the count part, the coeffi-
cients of x1 and x2 were set as β1 = −0.12 and β2 = 1.1
respectively. A normally (e1) distributed and a gamma (e2)
distributed noise variables were also added in the gener-
ation of the binary and count parts respectively. The zero
inflated response variable was generated for various level
of zeros, dispersion, mean and sample sizes.

The logistic function for the binary part is defined as

p (structural zeros) =
exp (γ0 + γ1 × x1 + γ × x2 + e1)

1 + exp (γ0 + γ1 × x1 + γ2 × x2 + e1)
.

The proportions of the structural zeros were changed by
adjusting the values of the intercept (γ0) for 20 level in the
logistic function. The mean function for the count part was
defined as exp(β0 + β1 × x1 + β2 × x2 + e2). The mean of
the count part was changed by adjusting the intercept, β0

for four levels. Apart from varying the mean, dispersion
in the ZINB and HNB random variables were also made to
vary byfixing four values for theta. The simulation for each
combinationwas repeated 2000 times and themodels were
fitted to each simulated data.

The estimates from the regression models in compari-
son with the parameters are plotted and given as Supple-
mentary material I. The Poisson regression was less robust
to the misspecification of assumptions. The estimates were
well approximated to the parameters even in the presence
of overdispersion. However, deviation from equidisper-
sion due to excess incidence of zeros had impact on the esti-
mation of parameters. Due to the separate origin, excess ze-
ros and overdispersion, the estimated coefficients of Pois-
son and NB models were different from the parameters.
These models underestimated β1 and overestimated β2.
The level of bias in estimation increased with increase in
proportion structural zeros. Though, negative binomial re-
gression is a single distribution basedmodel, it was capable
to model count data with excess incidence of zeros, espe-
cially when the mean was low. The HNB and ZINB models
estimated coefficients similar to the parameters. However,

the coefficients of ZINB models were found to be sensitive
to extremely larger percentage of structural zeroswhen the
mean of the response variable was high. Among the zero
inflated and hurdle models, the hurdle models were more
robust to small sample size and lower proportions of zeros.
The HNB model was found to be more robust to extreme
situations with faster improvement in estimation with the
increase in sample size over ZINB fit and it performed well
for data with lower percentage of zeros as well as higher
percentages of zeros. The differences in the estimated coef-
ficients of the hurdle and zero inflated models showed that
origin of the data has a role in estimating the parameters
accurately.

Based on the analysis of real and simulated data sets a
self-explanatory practical guideline is presented in Figure
1 for the analysis of count data. The data can be first fit
with a Poisson regression followed by testing its equidis-
persion assumption. A test for overdispersion can be used
for checking the assumption (Cameron & Trivedi, 1998). If
the data is found to be overdispersed negative binomial re-
gression can be applied. Though underdispersion is very
rare to occur in count data, Double Poisson or generalized
Poisson regression can be used if the Poisson regression
model failed due to underdispersion. The negative bino-
mial regression has better fit than Poisson regression for
zero inflated data. Hence, if the data is observed with ex-
cess proportion of zeros, we have to go for zero inflated
or hurdle regression model only if the negative binomial
model fit fails. The need of zero inflated or hurdle negative
binomial regression can be assessed by performing a test
for zero inflation in negative binomial model fit (Wilson &
Einbeck, 2019). If the test is rejected either a zero inflated
or hurdle regression model can be used based on the type
of zero assumed in the data. If the data is assumed to have
either structural or sampling zeros hurdle regression can
be fitted. The HNB model can be selected over HP (or ZINB
over ZIP) based on the dispersion in the data. If the disper-
sion parameter estimated along with the regression coef-
ficient in the HNB (or ZINB) is significant, we can assume
overdispersion in the count regression part and select HNB
model over HP model (or ZINB over HP). The models can
also be chosen based on the BIC values. The model with
lower BIC can be chosen as the best fitting model.

Discussion

Though, the application of Poisson regression is very lim-
ited for count data, the elaborated findings of this study
recommends to start the count data analysis by fitting Pois-
son model followed by testing for equidispersion assump-
tion. If the data is overdispersed, Poisson regression fails
to capture the variance in the data that results in underes-
timating the standard errors of the estimates. The under-
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Figure 1 An empirical guideline for the analysis of count data

estimation of standard errors resulted in Poisson regres-
sion to identify more variables as significant for number of
psychological and physical harms compared to negative bi-
nomial fit. If the data is underdispersed, generalized Pois-
son or double Poisson regressionmodels can be used. How-
ever, the point to be noted here is that, underdispersion is
rarely found in biomedical research (Coxe et al., 2009).

Overdispersion can occur due to either excess inci-
dence of zeros or excess variation in the counts or as a
combination of both. With the results of this study, it
can be safely stated that, the negative binomial regression
is a good alternative to Poisson regression, if the data is
overdispersed due to the variation in counts. Though, the
number of physical harms was ranging only from 0 to 4,
excess proportion of zeros (90.25%) caused the Poisson re-
gression to violate the equidispersion assumption. Hence,
it was observed that excess zeros alone can cause overdis-
persion in count data. The results of the analysis showed
that negative binomial regression has good capturing abil-

ity of zeros if the mean is small. Hence, before deciding
on zero inflated or hurdle models it is always better to fit a
negative binomial regression and assess the fit.

The reasons of zero inflation are broadly classified as
bias in data collection and structural zeros due to the un-
derline physical reason (Wilson & Einbeck, 2019). The se-
lection between hurdle and zero inflated models for zero
inflated data are topic of argument still. Rose et al. (2006)
suggested to use zero inflatedmodels when the origin of ze-
ros are unsure and hurdle model when all the subjects are
under risk. On the other hand, (Hu et al., 2011) argued that
in hurdle models, all zeros are generated from a structural
origin and the positive counts are generated from a sam-
pling origin. However we recommend if the data is zero in-
flated, the selection between hurdle and zero inflatedmod-
els can be decided based on the origin of zeros assumed. If
the data contains only structural or sampling zeros, hurdle
regression models are most suited as zero inflated models
assumes both types of zeros in the data. Whereas if the data
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contains both structural and sampling zeros, either of zero
inflated and hurdle regressionmodels can be used. Accord-
ing to Hüls et al. (2017), the hurdle models can handle all
type of zeros identically by definition and they never dis-
criminate them based on their origin. The zero inflated
models has the advantage of being able to differentiate ze-
ros as structural and sampling and the hurdlemodels never
discriminate zeros based on the origin. Nevertheless, hur-
dlemodels has the advantage of beingmore robust to small
sample sizes. If the interest is to fit the model accounting
the origin of zeros, zero inflated models can be used for
larger sample sizes. Selection between the Poisson and NB
versions of zero inflated and hurdle models can be decided
based on the level of dispersion in the positive count part.

Conclusion

Although the Poisson regression model is the basic model
used for count data, its application is very limited. Apart
from the variation in the positive counts, a larger pro-
portion of zeros alone can deviate a Poisson regression
model from the equidispersion assumption. A negative bi-
nomial regression is more robust to zero inflated data; con-
sequently, a higher proportion of zeros does not warrant
the use of hurdle or zero inflated models. The need for
a zero inflated or hurdle regression model should be as-
sessed by checking the goodness of fit of the basic count
regression models. The choice between zero inflated and
hurdle models should be based on the assumed data gen-
eration process.
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