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Abstract Here, we provide tips and tricks for running multisession experiments out of the lab us-
ing OpenSesame, a user-friendly experimental tool that is open source and runs on Windows, Ma-
cOS, and Linux. We focus on learning experiments that involve the measurement of reaction times.
We show how such experiments can be run with traditional desktop-based experiment software
on participants’ own notebooks (i.e., out-of-the-lab, but not in a browser). Learning experiments
pose specific challenges: accessing individual identifying numbers, accessing session numbers, and
counterbalancing conditions across participants. This article includes helpful code and provides
hands-on implementation tips that will be useful also beyond the presented use case. The aim of
this article is to illustrate how to create multisession learning experiments even with little techni-
cal expertise. We conclude that, if done right, out-of-the-lab experiments are a valid alternative to
traditional lab testing.
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Introduction

Consider an experiment in which a large number of par-
ticipants needs to complete multiple sessions spread over
multiple days. To complicate matters further, the order of
the sessions as well as the order of the trials within each
session must be carefully controlled. This scenario (Dahm,
Weigelt, & Rieger, 2023; Ferrand et al., 2018; Koch et al.,
2018; Verwey et al., 2015) is common in the field of learning
research and other fields, and poses a number of unique
challenges. To illustrate these challenges, we present an
example use case in the context of motor sequence learn-
ing (Verwey et al., 2015) where humans’ ability to learn a
novel motor task was investigated. Here, the time course
of the acquisition of motor-sequence representations dur-
ing extensive practice is assessed (Dahm, Hyna, & Krause,
2023; Dahm,Weigelt, & Rieger, 2023; Dahm& Rieger, 2023).
To this end, participants respond to a repeating sequence
of stimuli during practice. After the practice phase, par-
ticipants perform the practiced sequence faster than ran-
dom control sequences, even if they were not aware of the

sequence during practice (Dahm, Hyna, & Krause, 2023;
Dahm & Rieger, 2023). The random control sequences are
created within the experiment by creating a new sequence
for each new block. In comparison with a prebuilt quasi-
random control sequence, participants therefore cannot
learn these random sequences when performing several
random blocks. This is particularly important for con-
trol groups that practice random blocks of items (Dahm,
Weigelt, & Rieger, 2023). Similar considerations may apply
also to other experimental designs.

Traditionally, studies of this kind have been conducted
by inviting participants to the lab on multiple days to
complete a new experimental session each time. The
main advantage of this lab-based approach is that it of-
fers maximum control over the experimental setting, and
that the experimenter has direct control over themachines
on which the experiment runs. Software solutions for
studies in the lab are for instance E-Prime (https://www.
scienceplus.com), OpenSesame (Mathôt et al., 2012), Pre-
sentation (https://www.neurobs.com), PsychoPy (Peirce et
al., 2019), or Psychophysics toolbox (Brainard, 1997). The
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Table 1 Pros and cons of lab experiments, online experiments, and the intermediate ‘out-of-the-lab’ approach suggested
in the present manuscript.

Intermediate “out-of
Lab approach Online approach -the-lab” approach

Control of experimental environment ✓ ✗ ✗
Control of machines (e.g., hardware, firewalls) ✓ ✗ ✗
Time saving for experimenters ✗ ✓ ✓
Flexibility: no travelling for participants ✗ ✓ ✓
Laboratory resources required ✓ ✗ ✗
Versatility of software ✓ ✗ ✓
Automatic data gathering: single data file ✗ ✓ ✗
No software installation by participants ✓ ✓ ✗

main disadvantage of this lab-based approach is that it is
time and resource intensive: The lab space needs to be
available, researchers need to be available to conduct the
testing, and participants need to travel to and from the lab.
More recently, accelerated by the Covid-19 crisis, a shift has
occurred towards conducting studies of this kind online, in
which case participants receive URLs to complete the ex-
perimental sessions in a web browser on their own com-
puter (Grootswagers, 2020; Sauter et al., 2020). The main
advantage of online experiments is that they are not very
time or resource intensive: a single researcher can quickly
recruit a large number of participants, and no lab space is
required. However, online experimenting is subject to sev-
eral limitations: (1) The functionality that is offered by the
browser, whichmay considerably reduce precision inmea-
suring reaction times (Bridges et al., 2020), (2) functional
restrictions of the library that runs the experiment in the
browser, such as OSWeb (Mathôt & March, 2022), jsPsych
(de Leeuw, 2015), Lab.js (Henninger et al., 2022), and Psy-
choJS (Bridges et al., 2020), (3) the server that hosts the ex-
periments and collects the data, such as JATOS (Lange et al.,
2015) or Pavlovia (Bridges et al., 2020), and (4) the lack of
control over the experimental environment.

The pros and cons of traditional lab-based testing ver-
sus online experiments have been discussed in detail else-
where (Grootswagers, 2020; Mathôt & March, 2022; Sauter
et al., 2020). The goal of the present paper is to introduce
a third approach (Table 1), which in a sense is an interme-
diate approach between lab-based and online testing: To
have participants run experiments at home and by them-
selves using traditional lab-focused software. In contrast
to online assessments (Mathôt & March, 2022), the pro-
posed approach has the advantage that there is no inter-
net connection required during data collection. However,
a disadvantage is that the installation process and the data
collection may be a hurdle for some volunteers willing to
par-ticipate in such a study. As we will discuss below, this
hurdle can be overcome. The presented out-of-the-lab ap-

proach is currently rarely used but we believe that, espe-
cially for specific use cases, it offers significant advantages,
which we will outline in the present manuscript.

While there are several tools that would allow experi-
ments to be conducted at home by participants themselves,
in this articlewe focus onOpenSesame (Mathôt et al., 2012),
which has a number of features thatmake it especially suit-
able for this approach: It is free and open source (i.e., every-
one can inspect and contribute to its source code). Open-
Sesame is cross-platform and works on the most common
operating systems: Windows, MacOS and Linux (Mathôt
et al., 2012). It is easy to use by providing a graphical
user interface and drag and drop options for building ex-
periments, but also allows for flexibility by providing a
Python interface, such that complex experiments can be
implemented. For example, complex pseudorandom se-
quences that control for trial transitions and cannot be
implemented with built-in randomization and constraint
functionality (e.g., as provided by ‘loop’ items in Open-
Sesame) can easily be realized with custom Python code
embedded in the experimental file. Therefore, we provide
example Python code for the present use-case for motor
learning (see points 5, 6, and 7 below).

In this article, we offer solutions for the following issues
(see Figure 1):
1. Instructions for participants on how to install Open-

Sesame on their own computers and how to run studies
on it.

2. How to prepare the installation files.
3. How to prepare the experiment file.
4. How to create a shortcut that can be used in every ses-

sion.
5. How to access data from previous sessions and to use it

in the current session (e.g., for automatically setting the
session number).

6. How to create a standardized data backup.
7. Techniques for counterbalancing the assignment to

groups and the order of conditions.
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Figure 1 Depiction of considerations when conducting out-of-the-lab multi-session studies.

8. Practical and ethical issues related to data collection.
9. And issues related to data quality.

The present article addresses several ways in which
these challenges can be solved using free and open-source
software. While the tips presented here are focused on a
specific use-case, most of them are also applicable to other
scenarios and are therefore useful for a larger readership.
Theymay not only be helpful when used together, but each
solution may also be useful on its own.

In the present use case, we aimed to have three groups
practicing a predefined sequence and a control group prac-
ticing random sequences. All groups perform short prac-
tice sessions spread over ten days.

Challenges and solutions

Instructions for participants to download the software
and run the experiment

Many participants have little technical knowledge (e.g.,
how to install an app or software on their laptop). In this
section, we will outline how participants can be instructed
to download the software so that they can conduct the ex-
periment themselves at home. We assume that participants
first got in contact with the experimenter in someway (e.g.,
per email) to show their interest in par-ticipating in the

study. Next, the experimenter may assign an individual
identifying code number (ID or subject number) to the par-
ticipant and send (links to) experimental files.

From the authors’ past experiences only≈60% of those
participants that expressed an initial interest in participat-
ing in the study, did in fact participate. The reasons for
not participating can be manifold and were not systemati-
cally assessed. Still, common reasons are: participants did
not manage to install the required software; participants
did not want to install any software on their personal note-
books; participants lost their interest after being informed
about the large number of sessions.

Importantly, step-by-step installation instructions
should be provided to the participants, because not all
are familiar with installing apps on their computers. This
needs to be done separately for each operating system (e.g.,
Windows, MacOS, or Linux) as the installation processes
differ. Here, we will focus on Windows and MacOS as
these are the most common operating systems (>99% of
participants in the authors’ studies). Installation instruc-
tions may start with a brief description of the content and
the procedure of the study. Experimenters should be care-
ful in finding the right level of detail for such instructions.
While short instructions might not provide sufficient de-
tail to participants to properly set up the study, excessive
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instructions might bore participants and demotivate them
to read carefully, or even worse, cause them to cancel their
participation.

We have found it useful in previous studies to specify
“dos” and “don’ts” for participation within the installation
instructions. For instance, sessions should be performed
between 8 am and 8 pm, so that participants do not take
part at night (e.g., after a party). No alcohol or other drugs
should be consumed during or before participation. The
conditions should be as similar as possible for all sessions
(e.g., sitting at a table). For each session, 30 minutes with-
out interruptions should be planned. For an example of in-
structions in German and English, including illustrations
see: https://osf.io/xmn6z/.

Providing a download file to install OpenSesame

Although the installation file for OpenSesame can be down-
loaded free of charge on the website (https://osdoc.cogsci.
nl/), we suggest that researchers upload this file together
with the installation instructions so that participants can
find everything they need in one place. Further, provid-
ing the installation file has the advantage that all partici-
pants will be using the same version, because on the web-
site themost recent versionmay change during data collec-
tion. This needs to be done separately for each operating
system (e.g., Windows, MacOS, or Linux) as the installation
files differ.

Providing the experiment file

We found that the most convenient way to provide the ex-
periment files is by putting them on a cloud directory (of
the university), such as seafile (www.seafile.com), together
with the installation instruction and the installation file.
Here, OpenSesame has the advantage that the experiment
file (studyX.osexp) is one single file that includes all
stimuli (visual and audio) together with the experimental
script. The same experiment file can be used on all operat-
ing systems (e.g., Windows, MacOS, or Linux).

On Windows: Using the shortcut and placement of the
experimental file

Instead of opening the experiment file and starting the ex-
periment from within OpenSesame, it is possible to set an
icon (shortcut) on the desktop that launches the experi-
ment with a double-click for every session using the opens-
esamerun utility. By right clicking on the shortcut, it is pos-
sible to access the settings. In the settings, participants may
set the personal subject number (e.g., --subject=999)
only once before starting the first session. Using the short-
cut has the advantage that subject number and log file
name are automatically set. Hence, participants do not
need to insert the subject number anddefine a log file name

to save the experiment in every single session. This pre-
vents input errors of participants and guarantees that the
subject number is always the same in every session. To
place the experiment file, we chose C: because it is a stan-
dard path that is available at any computer running with
Windows. The logfile is best placed in the same folder to be
able to use relative paths in the experiment. In the short-
cut settings, the path of the log file can be defined using
--logfile=C:\NameOfFolder.

Automatically setting the session number by reading
existing data files

When conductingmulti-session experiments, a subjects’ re-
spective session number needs to be tracked in each result
file. Especially when experimental designs differ between
sessions, the exact session number is crucial. While it is
possible to ask participants to report the session number at
the beginning of each test session (e.g., via a single choice or
number input in OpenSesame), experience has shown that
participants frequently make mistakes when asked to re-
peatedly provide the same information (e.g., subject num-
ber). With respect to session numbers, this could lead par-
ticipants to skip or repeat sessions by entering the wrong
session number. Hence, a reliable and automatic way to
set the session number for each new session eliminates this
source of error.

So far, a non-trivial way to accomplish this in OS-
Web and JATOS does not exist (complex multi-session
experiments are possible using OSWeb and the JATOS
batchSessionData, see e.g., Zhou et al., 2022, however,
this currently requires some technical know-how to imple-
ment). However, with a local installation of OpenSesame
on the participants’ computers, this can be accomplished
by asking OpenSesame to use a relative path to access the
folder containing the log files from previous sessions. An
example code provided in Listing 1 checks which sessions
have already been completed by the participant and auto-
matically sets the next session number. The code may be
placed in an inline_script at the beginning of the experi-
ment.

If you need to retrieve parameters from previous ses-
sions, rather than merely knowing which sessions have
been completed, you can use a variety of formats, includ-
ing yaml, json, or Python pickles, to store and retrieve data
across sessions (Ort et al., 2019).

Saving a backup of the data

Saving the data file (.csv) at the end of the experiment by
creating a backup copy (in addition to the original data file)
can be useful. First, doing so prevents overwriting data sets
that already exist by using the actual date and time as part
of the filename, which are almost guaranteed to be unique.
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Listing 1 Code to automatically set the session number by checking with already existing data files

#Session number
import os

MAX_SESSION = 12

for var.session_nr in range(1, MAX_SESSION + 1):
# Get the full path to the log file
log_path = os.path.join(var.experiment_path, "Logfile",
'ID' + str(var.subject_nr) + '_Session' + str(var.session_nr) + '.csv'
)
# If this name of the log file doesn't exist yet, break the loop and use this name
if not os.path.exists(log_path):

break
else: # Executed after the whole for loop, but only if no break occurred

complete = Canvas() # create a canvas for stimulus presentation
complete.text('Either all sessions have been finished or there was an error. Please
contact the experimenter.') # fill in some text into the canvas
complete.show() # present the canvas
log.flush()
clock.sleep(4000) # show the text message for 4 seconds
exp.end() # end the experiment right here

# Re-open the logfile
log.open(log_path)
var.logfile = log_path

Second, rather thanusing error-pronefile names generated
by the participants, this procedure automatically generates
file names which include the subject and session numbers
in a standardized manner. This is important, as we expe-
rienced that participants produce typos when inserting a
file namemanually or evenworse use the incorrect session
number. Third, the experimenter may see which sessions
have been fully completed without opening the files (par-
ticipants may sometimes abort a session). Possible code for
an inline_script is shown in Listing 2.

Assigning participants to groups based on the subject
number

Most experimental designs require random assignment
of participants to experimental groups (between-subject
design) or a random order of experimental conditions
(within-subject designs). Randomization has the advantage
that, assuming an adequate sample size, the groups do not
differ from each other except for the manipulated vari-
ables. However, using full randomizationmay result in un-
even distributions of group sizes, such that by chancemore
participants end up being assigned to one group than to an-
other group. Therefore, as an alternative to full random
assignment, participants can be assigned to groups quasi-
randomly, that is, not based on any relevant factor for the
experiment. This procedure, referred to as counterbalanc-
ing, ensures equal group sizes in the final sample.

Listing 3 provides a counterbalancing example with
four experimental groups and four experimental condi-
tions. In the present use case (Dahm & Rieger, manuscript
in preparation), the four experimental groups were a vi-
sual mental practice group (VMP), a kinesthetic mental
practice group (KMP), a physical practice group (PP), and
a control practice group (CP). During the tests, we used
two sequences (A and B) and their mirrored counterparts
(AM and BM). Each participant practiced only one of these
four sequences which was counterbalanced across partici-
pants and groups while the CP group practiced random se-
quences. For this, we used themodulo (%) operation, which
divides the subject number by the number of groups result-
ing in an integer (whole number) with a remainder. For ex-
ample, 9 modulo 4 equals 1 because 9 / 4 = 2 remainder 1.
The remainder is then used for group assignments. Mind
that the first solution for a remainder is always zero, oth-
erwise (using 1234 instead of 0123 in the example) coun-
terbalanced group assignment will fail.

How to transfer data to the experimenter

In the suggested approach, it is indispensable to retrieve
the data at the end of participation as this is stored lo-
cally on the participants’ computers. Depending on appli-
cable privacy regulations, regular email may be problem-
atic as this violates the participants’ anonymity if the exper-
imenter has connected information about ID and Emails
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Listing 2 Code to automatically save a copy of the data at the end of the experiment

#create backup of data file
import shutil,os,datetime

backup_path = os.path.join(var.experiment_path, "Logfile")
if not os.path.isdir(backup_path):

os.makedirs(backup_path)

now = datetime.datetime.now()
current_time = now.strftime("%Y-%m-%d__%H-%M")

filename = "ID" + str(var.subject_nr) + "_Session" + str(var.session_nr) + "_Date-" +
current_time

shutil.copyfile(var.logfile, os.path.join(var.experiment_path, "Logfile", filename+".csv"))

(oftentimes including the names). Similarly, anonymity is
violated if participants receive their ID per mail. As an al-
ternative, an upload solution might guarantee anonymity;
specifically, participants may pick an ID from a list and up-
load their data in a cloudwhichmakes the exchange of data
anonymous.

In the present use case, communication through email
was used. In the authors’ experience and when permitted,
Emails have been proven a more convenient solution be-
cause it facilitates communication with the participants in
case of missing data. For instance, about ≈10% of the par-
ticipants fail to send the correct file. Rather than sending a
file with the data, they send a copy of the empty file from
the downloads path during the installation process. If this
was detected early by the experimenter, this could always
be resolved reminding them to focus on the path and send
the correct file including the data. For more clearness in
one’s own outbox and inbox, it has proven useful to include
an experiment name along with the ID of the participant in
the subject line of each Email.

Born-open data: automatically and immediately mak-
ing data public

Another approach to collect the data could be to auto-
matically upload the data after participation in an online-
repository. Similar solutions have been proposed by the
born-open framework (Rouder, 2016), which goes even one
step further, by uploading the data directly to an open-
access repository. Such an approach has already been
implemented in Eprime (Cousineau, 2020) and jsPsych
(Cousineau, 2021) to upload the data on GitHub (https://
github.com/). However, for OpenSesame there is currently
no out-of-the-box solution for born-open data. To create a
born-open solution, one may create a custom inline-script
that stores the data on a public repository such as GitHub.
While born-open data increases scientific transparency

(for an overview see Rouder, 2016), it also raises potential
privacy concerns. As an experimenter of a study, one needs
all data, also those that can be considered private (e.g., age
which could identify some participants), to provide infor-
mation about the sample. Hence, when choosing to make
data public automatically, special care must be taken that
no personally identifiable information is inadvertently en-
closed, and that this particular form of open data is in ac-
cordance with institutional privacy regulations. To solve
this issue, a second data set including socio-demographic
information could be stored on a private repository.

Sending reminders

In multi-session studies, reminding participants to partici-
pate on each day of testing is essential to prevent them from
dropping out (due to forgetting the study). The authors’ per-
sonal experience has shown that it is better if participants
perform a session every day than every three days. Forget-
ting to participate was much higher when participants did
not practice daily; that is, participants tend to either par-
ticipate very regularly or not at all. Sending reminders can
prevent some participants from dropping out of the study
when practicing in a three-day rhythm but was not neces-
sary in a one-day rhythm. We sent such reminders in the
afternoon, as we assumed it is placed better after study or
work hours. Furthermore, some participants had already
participated at this time, thereby reducing the number of
reminders to be sent. Reminders can be sent per phone
or per email. In both cases, personal data needs to be col-
lected. Therefore, reminders should be optional.

In the present use case, we explicitly asked partici-
pants to report in an online sheet when the study had been
started if they wanted to receive reminders. This was also
helpful to collect the data, as many participants forget to
send the data after completion of the study. In the online
sheet the experimenter had a full overview of the starting
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Listing 3 Example for counterbalancing with four groups and four conditions

#set between subject variables
#counterbalance practice groups
if var.subject_nr % 4 == 0:

var.PG = 'VMP'
elif var.subject_nr % 4 == 1:

var.PG = 'KMP'
elif var.subject_nr % 4 == 2:

var.PG = 'PP'
elif var.subject_nr % 4 == 3:

var.PG = 'CP'
#Counterbalance practice sequences taking into account the above groups
if var.subject_nr % 16 in [0,5,10,15]: #0=VMP, 5=KMP, 10=PP, 15=CP

var.Pract_Seq = 'A'
elif var.subject_nr % 16 in [1,6,11,12]: #12=VMP, 1=KMP, 6=PP, 11=CP

var.Pract_Seq = 'AM'
elif var.subject_nr % 16 in [2,7,8,13]: #8=VMP, 13=KMP, 2=PP, 7=CP

var.Pract_Seq = 'B'
elif var.subject_nr % 16 in [3,4,9,14]: #4=VMP, 9=KMP, 14=PP, 3=CP

var.Pract_Seq = 'BM'

time and completion time of each participant. Reminders
after completion of the studywere sent in aweekly rhythm.
It should not be sent too long after a participant finished
the experiment as some participants delete the folders of
the experiment after some time.

Data monitoring and data quality

As in online studies, the suggested approach takes place
outside the lab in an uncontrolled environment, which
might result inmore participants showing non-compliance
with the study instructions (Huang et al., 2012). There-
fore, we provide some suggestions on how to, before the
experiment, prevent non-compliance (or indifference) in
the study as well as how to, after the experiment, detect
participants who showed non-compliance.

To prevent non-compliance, warnings have been
shown to be effective (Huang et al., 2012). If participants
are told at the beginning of the study that participation
is only valid if the data quality is good, participants are
more committed to the study instructions. Furthermore,
comprehension questions after the main instructions may
ensure that participants have read and understood the in-
structions.

To detect non-compliance, several approaches exist.
One may implement infrequent catch trials among regular
trials to check whether participants were paying attention
throughout the experiment. Another approach is includ-
ing a questionnaire that checks for infrequency (Meade
& Craig, 2012) and inconsistency (Maniaci & Rogge, 2014).
In addition to participants who respond without variance
(e.g., always choosing the same response option), these

scales also detect participants who are not really reading
the items and respond randomly. The infrequency scale
contains items that are usually responded by all partici-
pants in the same manner, such as: “I have been to every
country in the world”. The inconsistency scale contains
paired items that are placed separately from each other but
have the same meaning, for instance “I am an active per-
son” and “I have an active lifestyle”. Such measures (Ma-
niaci & Rogge, 2014) resulted in approximately 5% of non-
compliant participants in the authors’ student samples. Ad-
ditionally, the most common forms of non-compliance in
the authors’ studies were a) participants clicked through
the study as fast as possible without paying attention to in-
structions or stimuli (≈6% of student samples), or b) par-
ticipants were distracted, for instance by listening to the
radio during participation (≈3% of student samples). This
may be visible in the data with error rates around chance
level combined with particular patterns in reaction times
(e.g., low response-time variance or a series of very short
reaction times in the raw data).

Conclusions

In the present article, we addressed challenges that come
up with multi-session experiments that take place out-of-
the-lab (but using regular experimental software), using
learning studies as a prototypical example, and presented
possible solutions using OpenSesame (Mathôt et al., 2012).
The presented approachmay not only be helpful for the re-
search questions addressed in the present use case, but also
each one on its own in other experimental settings.
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